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 International Conference on Artificial Intelligence towards Industry 4.0 (ICAII4.0) has been 

organized in Iskenderun, Hatay/Turkey on 11-12 November 2021. 

 The main objective of ICAII4.0 is to present the latest research and results of scientists related 

to Artificial Intelligence, Industry 4.0 and all sub-disciplines of Computer Engineering. This conference 

provides opportunities for the different areas delegates to exchange new ideas and application 

experiences face to face, to establish business or research relations and to find global partners for future 

collaboration. 

 We hope that the conference results provide significant contribution to the knowledge in this 

scientific field. The organizing committee of conference is pleased to invite prospective authors to 

submit their original manuscripts to ICAII4.0. 

 All paper submissions will be double-blind and peer-reviewed and evaluated based on 

originality, technical and/or research content/depth, correctness, relevance to conference, contributions, 

and readability. Selected papers presented in the conference that match with the topics of the journals 

will be published in the following journals: 

 Natural and Engineering Sciences 

 Journal of Intelligent Systems with Applications 

  

In particular we would like to thank Prof. Dr. Tolga Depci, Rector of Iskenderun Technical 

University; Natural and Engineering Sciences, Academic Publisher; Journal of Intelligent Systems with 

Applications. They have made a crucial contribution towards the success of this conference. Our thanks 

also go to the colleagues in our conference office. 

 Looking forward to see you in next Conference. 
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Detecting Tagged People in Camera Images 

Muhammed Telçeken1*, Yakup Kutlu1 

 

1Bilgisayar Mühendisliği Anabilim Dalı, İskenderun Teknik Üniversitesi, İskenderun 

Email: mtelceken@gmail.com, yakup.kutlu@iste.edu.tr 

Abstract 

With the development of technology, cameras are used more widely. It is possible to evaluate 

the widespread use of cameras in various subjects in daily life. Especially face recognition 

systems are one of the most important areas of use of cameras. Facial recognition systems can 

be used in many areas such as cyber security, entertainment, security applications of daily used 

devices, and faster and easier transactions in financial areas. Although a lot of progress has been 

made in this regard, face recognition systems are still used widely enough because it is thought 

that they have weaknesses in terms of security. Many scientists are working on facial 

recognition. In this study, it is aimed to detect the faces of people determined from videos or 

live camera images in the best and safest way. Yolov4 object detection algorithm, a ready-made 

algorithm, was used for the detection of human faces on images. The faces of the people in the 

images were detected by training the data set we created in the Yolov4 algorithm. An accuracy 

of 99.0% has been achieved for detecting people's faces on images. The data set we created 

with pictures of certain people is trained in the CNN algorithm. The faces of the people detected 

on the images were classified on the model trained with the CNN algorithm for the 

identification of the people, and the accuracy value was examined for the detection of the 

identified people on the video recordings or live images from the cameras. 

 
Keyword(s):  Face Recognition, Yolov4, CNN Algorith  
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Diagnosis of Ovarian Cancer using Conventional Machine Learning Methods 

Bartu Yesilkaya1, Saadet Sena Egeli1, Yalcin Isler1,2 

1 Department of Biomedical Engineering, Izmir Katip Celebi University, Turkey 
2Islerya Medical and Information Technologies, Turkey 

Emails: bartu.yesilkaya@yandex.com, egelisena@gmail.com, islerya@yahoo.com 

Abstract 

Ovarian cancer is one of the common types of cancer among women that can result in death 

unless it is not diagnosed at earlier stages [1]. This study utilized nine widely-used machine 

learning methods to diagnose ovarian cancer. An open-source database [2], which can be 

accessed free of charge on the Internet via Mendeley, was investigated via these algorithms. 

We evaluated the classifiers' performances with the 10-fold cross-validation method [3,4]. As 

a result, the classifier performances obtained 100% with Logistic Regression, 98% with Support 

Vector Machines, Stochastic Gradient Descent, Random Forest, and Multi-Layer Perceptron, 

97% with AdaBoost and Decision Tree, 93% with k-Nearest Neighbors, and 85% with Naive 

Bayes. By comparing to the literature, the achieved results seem satisfactory. The outcomes of 

this study need to be verified by other studies using different databases before using in the 

clinic. 

 
Keyword(s): Ovarian cancer, Pattern recognition, Machine learning, Cross-validation 

 
Reference(s): 
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model, Biomedical Research (0970-938X) (2018). 

3. M.B. Selek, B. Yesilkaya, S.S. Egeli, Y. Isler. The effect of principal component analysis in the diagnosis of 

congestive heart failure via heart rate variability analysis, Proceedings of the IMechE Part H: Journal of 
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4. Y. Isler, A. Narin, M. Ozer. Comparison of the effects of cross-validation methods on determining 

performances of classifiers used in diagnosing congestive heart failure, Measurement Science Review 15(4), 

(2015) 196-201. 
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EEG based Spatial Attention Shifts Detection using Time-Frequency features on 

Empirical Wavelet Transform 

Gülçin İnat1, Gokhan Altan2 

1,2 Department of Computer Engineering, Iskenderun Technical University, Turkey 

Emails: gulcininat@gmail.com, gokhan.altan@iste.edu.tr 

Abstract 

The human nervous system has over 100b nerve cells, of which the majority are located in the 

brain. Electrical alterations, Electroencephalogram (EEG), occur through the interaction of the 

nerves. EEG is utilized to evaluate event-related potentials, imaginary motor tasks, neurological 

disorders, spatial attention shifts, and more. In this study, we experimented with 29-channel 

EEG recordings from 18 healthy individuals. Each EEG was sampled at 250 Hz with a standard 

reference electrode to the right mastoid. Each recording was decomposed using Empirical 

Wavelet Transform (EWT), a time-frequency domain analysis technique at the feature 

extraction stage. Afterwards, the statistical features which were calculated from each 

modulation are fed into conventional machine learning algorithms. The proposal achieved the 

best spatial attention shifts detection accuracy using the Decision Tree algorithm with a rate of 

89.243%. 

 
Keyword(s): Electroencephalogram (EEG), Empirical Wavelet Transform, EWT, k- NN, SVM, MLP 
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High performance detection and locking application for Combat Unmanned Aerial 

Vehicle (UAV)  

 Kadir Tohma1, Yakup Kutlu2, Samet Koçdaş3, Samet Tunay4,  

 Osman Ünal5, Osman Emer6 

 

1, 2, 3,4,5,6 Department of Computer Engineering, Iskenderun Technical University, Turkey 

Emails: kadir.tohma@iste.edu.tr, yakup.kutlu@iste.edu.tr 

Abstract 

An Unmanned Aerial Vehicle suitable for the Combat Unmanned Aerial Vehicle category is 

being designed to be used in competitions within the body of İskenderun Technical University. 

This UAV has many tasks to perform. The first of these is autonomous locking. The designed 

UAV should be able to track the rival UAV elements autonomously by processing them on the 

flight card by means of the camera on the nose part, and be locked to the rival UAV elements 

for at least 4 seconds. In this study, we performed the detection and locking process by 

processing the images coming from the camera integrated in the front of the aircraft with the 

embedded card. According to the results obtained in the simulation environment, the application 

that we will use in our aircraft detected the competing UAVs at a rate of 90%, and locked to 

the rival UAV elements in an average of 3.12 seconds. 

 
Keyword(s): Combat Unmanned Aerial Vehicle, UAV 
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Investigation of Classifier Performances with respect to the Difference of Flickering 

Frequencies of User Commands in Brain-Computer Interfaces (Oral) 

Ebru Sayilgan1, Yilmaz Kemal Yuce2, Yalcin Isler3 

1 Department of Mechatronics Engineering, Izmir University of Economics, Turkey 
2 Department of Computer Engineering, Alanya Alaaddin Keykubat University, Turkey 

3Department of Biomedical Engineering, Izmir Katip Celebi University, Turkey 

Emails: ebru.sayilgan@ieu.edu.tr, yilmazkemalyuce@gmail.com, islerya@yahoo.com 

Abstract 

Recently, brain computer interfaces based on the steady-state visually evoked potentials 

becomes popular [1, 2, 3]. These use flashing user commands on the screen with different rates. 

Each user command is dedicated to a unique flickering frequency. This study investigates 

whether the increase in the difference between two dedicated frequencies enhances the classifier 

performances or not by utilizing the wavelet features. These features are the energy, entropy, 

and variance of each wavelet decomposition level. Six different mother wavelet functions are 

tested for this purpose. Seven commonly-used classifiers are investigated in the scope of this 

study. Mother wavelets of Bior3.5, Haar, and Rbio2.8 gives better mean classifier accuracies, 

while mother wavelets of Coif1 and Sym4 produces worse results as the frequency difference 

between user commands increases. The Db4 mother wavelet shows no effect of the frequency 

difference on the mean classifier accuracies. 

 
Keyword(s): Steady-state visually-evoked potentials, Brain-computer interface, Mother wavelet selection, 

Machine learning algorithms 
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Modification of posterior probability variable with frequency factor according to Bayes 

theorem 

Mehmet Sait Vural1, Muhammed Telçeken2 

1Gaziantep Islam Science and Technology University, Turkey 
2Department of Computer Engineering, Iskenderun Technical University, Turkey 

Emails: mehmetsait.vural@gibtu.edu.tr, mtelceken@gmail.com 

Abstract 

Abstract Probability theory is a branch of science that statistically analyzes random events. 

Thanks to this branch of science, machine learning techniques are used inferences for the 

prediction or recommendation system. One of the statistical methods at the forefront of these 

techniques is Bayesian theory. Bayes is a simple mathematical formula used to calculate 

conditional probabilities and obtain the best estimates. The two most important parts of the 

formula are the concepts of a priori probability and posterior/conditional probability. In a priori 

probability, the most rational assessment of the probability of an outcome is made based on the 

available data, while in posterior probability, the probability of the event occurring is calculated 

after considering all evidence or data. 

In this study, a new mathematical model is presented to calculate the posterior probability 

variable of Bayesian theory more precisely. According to this new mathematical model, equal 

priority probabilities of some variables should be recalculated according to frequency. 

Calculations are applied to two nodes. The first of these two nodes is the node consisting of the 

existing data, and the second is the queried node. The positive frequency value will be applied 

when the variables consisting of existing data and having the same a priori probabilities are 

found at the questioned node, and negative frequency value will be applied for the other 

variables. Thus, while calculating a standard probability value according to Bayesian Theory, 

frequency-based values are taken into account with the help of the newly created mathematical 

model. With the help of these frequencies, the modification of the system reveals more precise 

results according to these two basic principles. The results obtained were tested with the cross 

validation method and high accuracy rates were determined. 

 
Keyword(s): Bayesian Theory, Machine Learning, Mathematical Model 
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Prediction of Alzheimer's Disease from MRI Images Using Deep Learning Techniques  

Ceren Kaya1, Mertcan Karakoç2 

1 Department of Biomedical Engineering, Zonguldak Bulent Ecevit University, Zonguldak, Turkey 
2Department of Computer Engineering, Zonguldak Bulent Ecevit University, Zonguldak, Turkey 

Emails: ceren.kaya@beun.edu.tr, mertcankarakoc92099@gmail.com 

Abstract 

 

Alzheimer's disease is a progressive mental deterioration and neurological disorder that can 

occur in middle or older age and mostly cause dementia because of degeneration of the brain. 

Early diagnosis of Alzheimer's disease is clinically vital due to irreversible nature of disease 

progression. In this study, a four-class dataset, obtained by Magnetic Resonance Imaging 

method and labeled according to Alzheimer's disease subtypes (Non, Moderate, Mild, Very 

Mild), was used. Three different deep learning models were used for the prediction of the 

disease. Two of these are models named “Model Basic” and “Model Branched”, which are not 

based on any model built from scratch. The other one is the ResNet50 based model, which is 

frequently used in deep learning research. The dataset is divided into three separate parts (60% 

train, 20% test and 20% validation). Batch size was set to 16 and 50 epochs were carried out in 

training of all models. In the light of the findings, “Model Branched” model achieved higher 

classification performance compared to “Model Basic” (97.75%) and ResNet50 (95.12%) 

models with an accuracy of 98.14%. The application of automatic deep learning tools, which 

can be highly sensitive for predicting Alzheimer's disease, will help diagnose the disease in its 

early stages and therefore achieve a better clinical outcome. 

 
Keyword(s): Alzheimer’s Disease; MRI Images; Deep Learning; Model Basic; Model Branched; ResNet50. 
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Thermally Induced Vibration Suppression in a Thermoelastic Beam Structure 

Kenan Yıldırım1 

1 Mus Alparslan University, Mus, Turkey 

Email: k.yildirim@alparslan.edu.tr 

Abstract 

In this paper, the problem of thermally induced vibration suppression in a thermoelastic beam 

is studied. Physical equivalent of the present problem is that a thermoelastic beam is suddenly 

entering into daylight zone and vibrations are induced due to heating on the upper surface of 

the beam or thermoelastic beam in a spacecraft enters to intensive sunlight area just after leaving 

a shadow of a planet. Thermally induced vibrations are suppressed by means of minimum using 

of control forces to be applied to dynamic space actuators. Objective functional of the problem 

is chosen as a modified quadratical functional of the kinetic energy of the thermoelastic beam. 

Necessary optimality condition to be satisfied by an optimal control force is derived in the form 

of maximum principle, which converts the optimal vibration suppression problem to solving a 

system of distributed parameters system linked by initial-boundary-terminal conditions. 

Solution of the system is achieved via MATLAB© and simulated results reveal that thermally 

induced vibration suppression by means of dynamic space actuators are very effective and 

robust.  

Keyword(s): thermal moment, maximum principle, vibration, thermoelastic 
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Two Stage System: 

Autonomous Plate Detection and Recognition 

 

Water Quality Measurement System in Iskenderun Technical University Pond 

Ahmet Gökçen1 

1 Department of Computer Engineering, Iskenderun Technical University, Turkey 

Email: ahmet.gokcen@iste.edu.tr 

Abstract 

Water is an indispensable resource for life. Both human beings, plants and animals… 

Considering that life begins in water, the importance of clean use of water resources is better 

understood. In this study, water quality measurements of the pond in Iskenderun Technical 

University were made. For the required measurement system is designed by using Arduino 

Mega with ATmega2560 series microcontroller, Gravity: Analog pH Sensor, Gravity: Analog 

Electrical Conductivity Sensor, Waterproof NTC. The obtained data were both written to the 

SD card and transferred to the database via wireless connection. As a result, the water quality 

in the pond will be measured in order to maintain the life cycle and necessary conditions will 

be improved. 

 
Keyword(s): Water Quality, Embedded Systems, Water Sensors 
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A review of TDMA Based MAC Protocols with Disjoint Time Slot  

İpek Abasıkeleş-Turgut11 

1 Department of Computer Engineering, Iskenderun Technical University, Turkey 

Email: ipek.abasikeles@iste.edu.tr 

Abstract 

VANET is a promising technology used in recent years. With the communication between a 

vehicle with another vehicle or an infrastructure, both secure and non-secure applications are 

supported. The communication mostly relies on broadcast-based methodology, which requires 

a specific MAC design for these networks. MAC protocols for VANETs are divided into three 

categories included contention-free, contention-based and hybrid. In this article, initially the 

MAC protocols for VANETs are analyzed. Afterwards, the studies about TDMA based MAC 

protocols having disjoint time slots are investigated.  

 
Keyword(s): Vehicular Ad Hoc Networks, Medium/Media Access Control, Time Division Multiple Access, 

Contention-Free, Disjoint Time Slot 

 

1. Introduction 

Nowadays, Vehicle Ad-hoc Networks (VANET), an important part of the Intelligent 

Transportation System (ITS), are attracting great attention in research and industry due to its 

ability to provide both secure and non-secure applications for various traffic scenarios. VANET 

is a customized version of Mobile Ad-hoc Networks (MANET) for vehicles, consisting of a set 

of fixed roadside units (RSU) and vehicles equipped with special embedded units (On-board 

Units - OBUs) to communicate [1]. 

VANET provides both secure and non-security services to improve the transportation 

system. Examples of security applications include key management, authentication, collision 

alert, and traffic alert. These applications are in charge of protecting the vehicle against any 

attack and problem that may come from the outside. File sharing applications that support 

mobility and usability are examples of non-security applications [2]. These applications often 

require broadcast-based communication of vehicles with each other or with the RSU. Different 

types of communication models are used according to the diversity of the elements 

communicating over VANET. In general, VANET communication is divided into vehicle-to-

vehicle (V2V) and vehicle-to-infrastructure (V2I). While vehicles communicate directly with 

each other in V2V model, RSU is used for message transmission in V2I model. When RSU 

maintenance and distribution costs are taken into account, it can be said that the V2V model is 

more cost effective than the V2I model [3]. 

The success of the broadcasts depends on the communication between different units 

using a common channel within the guaranteed delay time without collision (i.e. collision 

avoidance) [4]. Media Access Control (MAC) protocols determine and regulate the rules 

required for units communicating over the network to access the common channel. In VANET, 

the problems including network topology that changes frequently due to high vehicle mobility, 

high bandwidth requirement, low latency constraint, hidden / exposed vehicle problem, 
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unbalanced load distribution in multi-channel use, inefficient use of single channel, collisions 

on communication links, etc., complicate the MAC protocol design in these networks [5]. 

Therefore, the MAC protocols proposed for MANET cannot meet the specific requirements of 

VANET. This situation necessitated the design of new MAC protocols specific to VANET. 

2. A General View of MAC protocols for VANET 

MAC protocols for VANET basically consist of 3 different categories [6]: 

a) Contention-based: Vehicles using the network compete to access the common 

medium/channel. Access to the environment is random as there are no predetermined / allocated 

resources or time slots for the nodes. Although a vehicle needs to make sure that the channel is 

empty by listening before transmitting, if more than one vehicle wants to transmit at the same 

time, collisions may occur and data loss may occur. For this reason, it is not preferred to use 

these approaches, especially in heavy traffic. 

b) Contention-Free - Based on Coordination (Contention-Free): In this method, the 

resource is distributed among vehicles by using synchronization schemes. Generally, frequency 

(Frequency Division Multiple Access - FDMA), time (Time Division Multiple Access - 

TDMA), code (Code Division Multiple Access - CDMA) and space (Space Division Multiple 

Access - SDMA) are used for partitioning. 

c) Hybrid: It consists of two or more MAC approaches combined in the same protocol. 

Although contention-based methods are easy to design, collisions from random channel 

access cause both data loss and extra delays, especially in high traffic situations [7]. Hybrid 

protocols make use of coordination-based protocols in addition to contention-based methods to 

alleviate this problem. Thus, it performs better in heavy traffic. However, this use increases the 

complexity of the network [8]. Contention-Free methods reduce transmission collisions by 

providing periodic message exchange and reservation of the channel for vehicles [9]. Therefore, 

methods based on coordination are examined in this article. 

In coordination-based MAC protocols, the environment can be divided into 4 different 

ways: frequency, time, space and code. In Frequency Division Multiple Access (FDMA) 

protocols, the transmitter and receiver must be synchronized to the same channel frequency. 

Therefore, a frequency synchronization algorithm is used to match the communicating vehicles 

with each other. This algorithm increases both the complexity and the communication load on 

the network. In Code Division Multiple Access (CDMA) protocols, special codes are assigned 

to vehicles. At the beginning of each communication, the sender and receiver must agree on 

codes that will minimize the risk of collision. This requires the use of a CDMA code assignment 

algorithm to allocate codes on each communication. This algorithm, on the other hand, causes 

both overhead and increased complexity as in FDMA [10]. Space Division Multiple Access 

(SDMA) divides the medium geographically between nodes. Vehicles communicate based on 

their current location. In environments with high mobility, the load of the network increases as 

the node positions will constantly change [11]. In Time Division Multiple Access (TDMA) 

protocols, time is shared between nodes. Each node transmits only during its allotted time slot 

and keeps its radio turned off at other times. Thanks to this method, energy wastage caused by 
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both eavesdropping and collisions is prevented and the probability of collision is minimized 

[12]. For this reason, coordination-based TDMA MAC protocols will be examined in the article. 

TDMA-based MAC protocols can be designed as centralized or distributed according to 

the coordinating device. In central management, all control in the network is performed by a 

coordinator. This coordinator is usually chosen as the cluster head (CH) in RSU or cluster-

based architectures. However, this method causes transmission delays to increase, especially in 

heavy traffic loads [13]. In distributed network design, the elements in the network provide 

coordination among themselves, ensuring that delays can be tolerated even in high traffic 

density [14]. Distributed TDMA based MAC protocols can be collaboration based, discrete 

time slot based, prediction based, game based or enhanced [9]. In collaboration-based MAC 

protocols, nodes cooperate to communicate with their multi-hop neighbors. However, this 

method greatly increases the complexity of the network. In prediction-based protocols, 

collisions are predicted by certain algorithms and precautions are taken early. The algorithms 

used in collision prediction increase the computational load on the network. In game-based 

protocols, nodes play a game using certain parameters to determine the time slots to be assigned. 

Thus, the reservation collision problem in a high-density network is solved. However, this 

causes both latency and increased load on the network. Taking into account the disadvantages 

of other approaches, discrete time slot based and coordination based TDMA MAC protocols 

will be analyzed in this article. 

In protocols with a discrete time slot frame structure, the time frames are divided into 

discrete time slot groups depending on the direction of the vehicle. With this method, merge 

collision is avoided. Merge collisions occur when nodes using the same time slot but belonging 

to different clusters approach each other [15]. While some approaches using this method in the 

literature allocate a special discrete time slot for RSU [1], there are also methods that 

dynamically change groups according to traffic density [16]. 

3. Literature Review 

Discrete time slot based TDMA MAC studies that have been proposed in the literature in 

recent years have been examined. 

The VeMAC [17] proposed by Hassan Aboubakr O., Weihua Z., Li Li, (2013) is a 

discrete-time slot TDMA-based MAC protocol that provides efficient and reliable broadcast 

service in the control channel by solving the hidden terminal problem. By assigning discrete 

time slots to vehicles moving in opposite directions and RSU, transmission collisions caused 

by node mobility in the control channel are reduced. In order not to increase the complexity on 

the network, a fixed time frame structure was preferred. The performance and effectiveness of 

the proposed method have enabled the VeMAC protocol to form the basis of many new 

approaches in the literature. 

Vasileios D. , Konstantinos O. , Konstantinos G., Ioannis S. (2018) aimed to expand the 

d-TiMAC algorithm, which is based on the VeMAC protocol, which outperforms the VeMAC 

protocol in terms of both efficiency and time delay. For this purpose, they proposed the d-

TiMAC [19] algorithm, which is an improved version of the TiMAC [18] protocol. Proposed 

by Imrich C., Andris F., (1994), TiMAC is a basic timing protocol developed for MANET 
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networks with multi-hop variable topology. The purpose of this protocol is to find solutions to 

problems arising from mobility. A hybrid design is presented by taking advantageous parts of 

two different protocol types based on coordination and contention. In the d-TiMAC method, 

discrete subframes called d-frames, specific to each vehicle's direction, are used. Each frame is 

split into two different d-frames. One of these frames is for the north-west direction; the other 

is for the south-east direction. In this way, each direction communicates in discrete time zones. 

Both TiMAC and d-TiMAC guarantee minimal immunity to motility. For this reason, while 

they provide an advantage in heavy traffic, they become disadvantaged in sparse traffic. 

Ping C., Jun Z., Yuying W.(2017) proposed an adaptive tool MAC protocol for VANETs 

called A-VeMAC [16]. A-VeMAC is a multi-channel TDMA MAC protocol based on VeMAC. 

It supports one control channel and several service channels. For the control channel, each 

frame is divided into two discrete time slot groups, which are respectively associated with 

vehicles traveling in opposite directions. Unlike VeMAC, which splits each frame equally, A-

VeMAC does not partition frames equally. Instead, it adapts to vehicle traffic conditions 

traveling in opposite directions. The aim is to better support unstable vehicle traffic conditions 

in opposite directions. 

Shufing L., Yanheng L., Jian W. (2019) proposed ASTSMAC [20], an appropriate time 

slot shared TDMA MAC protocol, to provide solutions to packet delivery rate, collision rate 

and heavy traffic performance issues. They aimed to increase the performance of the network 

by reducing unnecessary bandwidth waste and meeting the needs of more vehicles. Basically, 

two methods were followed for this. In the first method, if the distance between two vehicles 

allows for no transmission collision, these vehicles are allowed to use the same time slot. Thus, 

it is ensured that more vehicles are supported with the same amount of time slots. In the second 

method, DAFA (frequency tuning algorithm) is presented to provide frequency tuning 

depending on the density of the nodes. The disadvantage of this approach is the use of wasted 

time slot, which increases in direct proportion to the number of collisions in the network, since 

both vehicles simultaneously empty the time slot when a collision occurs. 

4. Conclusion 

Due to specific characteristics of VANETs including high mobility and low latency 

requirement, new MAC protocols should be designed for these networks. Among all types of 

VANET MAC protocols, contention-free methods are the most preferable. Energy saving is 

gained while collisions are prevented in TDMA-based contention-free MAC protocols. In this 

article, discrete time slot based and coordination based TDMA MAC protocols are analyzed. 

The aim of the future work is to design a new discrete time slot based TDMA MAC protocol 

that outperforms existing studies on performance parameters such as packet transmission rate, 

delay rate, idle time slot usage in different traffic densities. 
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Abstract 

With the technology occupying a large place in human life, our shopping habits have also 

changed drastically. Increasing product variety and alternatives have made it difficult for people 

to reach products that suit their own tastes. Thanks to the Suggestion Systems, it has made 

internet shopping easier by using the evaluation, comment and scoring criteria of other users 

who have used the same or similar products to the products they are interested in. By learning 

the tendencies of the users while choosing the products, the presentation of the appropriate 

products enabled the users to reach their requests easily and quickly. At the same time, it has 

become mandatory for e-commercial companies to learn the preferences of users in order to 

compete with other companies. In this study, the most popular recommendation systems and 

algorithms used in e-commerce platforms are compared.  

 

Keyword(s): Recommendation systems, hybrid recommendation systems for e-commerce, e-commerce shoppings 

 

1. Introduction 

The reshaping of business practices and consumer habits together with the high development 

of technology has led to a rapid growth in e-commerce applications. One of the most important 

purposes of e-commerce is to ensure that products or services are delivered to users quickly and 

without any problems. Factors such as lower costs, savings in time, and reduction in storage 

costs have made e-commerce activities widespread. The efforts of e-commerce sites to increase 

their product and service sales potential have led to the emergence of the Recommendation 

System. Recommendation Systems is a system that aims to provide personalized products and 

services to users and provides easy purchasing opportunities by using various machine learning 

algorithms [1]. The increasing variety of products and the fact that each user has different 

experiences and tastes has created the question of which product will be recommended to 

whom. Suggestion Systems solve this problem by predicting the interests of the users and 

recommending the most suitable product for them. 

Recommendation Systems learn from users' choices by taking into account the data provided 

by users and their preferences, interests and experiences. In this information, it finds the match 

between the user and the product-service, imposes the similarity between the user and the items, 

and offers them the most appropriate suggestion in line with the needs of the users [2]. 

Recommendation systems have also become very important as many large companies such as 

Youtube, Spotify, Netflix, Amazon have improved their service delivery practices. In 2009, 

Netflix offered a $1 million prize by holding a competition because it planned to produce a 

recommendation system that outperformed the algorithm it used [3]. The knowledge that 

another big company, Amazon, also generates 35% of its revenue from recommendation 
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systems, reveals how important recommendation systems are in being able to compete with 

other companies and increase their sales [4]. 

Recommendation Systems work with two basic types of information. These are characteristic 

information and user-item interactions. The characteristic information is information about the 

item and users. While the item consists of elements such as category and keyword, the 

information about the user includes the interests and likes of the users. The results reflecting 

the preferences are reached by taking into account the information provided by the users during 

registration and the actions and transactions they have made within the site afterwards. User-

item interactions include elements such as the number of likes, ratings, comments and purchases 

on products by users. Ratings can be either 1-5 or 1-10 stars, or two, such as like-dislike [1]. 

There are four different recommendation systems. These; Collaborative Recommendation 

Systems, Content-Based Recommendation Systems, Popularity-Based Recommender Systems, 

and Hybrid Recommendation Systems. In this study, the use of these four different 

recommendation systems in e-commerce sites was examined and the algorithms were compared 

with each other. 

Collaborative Recommendation Systems is one of the most widely used recommendation 

systems. It is purely based on past experience and the similarity between two users' preferences 

and tastes [5]. This recommendation system collects and analyzes information about users' 

interests and tries to predict which products users will like, taking into account the similarity 

with other users. When it finds similar users, it analyzes how much the likes overlap with each 

other and offers products accordingly [6]. 

In Content-Based Recommendation Systems, not only the user-item interaction but also the 

item information that the user has interacted with in the past is utilized [3]. This 

recommendation system is based on the idea of presenting items that are similar to users' past 

tastes. For example, it is recommended to the user by checking the movies that are similar to 

the content of the movie the user is watching [7]. 

Popularity-Based Recommendation Systems reveal popular or trending items among users and 

recommend them directly to the user. Unlike other recommendation systems, it is not affected 

by the user's preferences [2]. 

Hybrid Recommender Systems are based on the combined use of Collaborative Recommender 

Systems and Content-Based Recommendation Systems [7]. In order to achieve the best 

performance, a model can be created and used by adding content-based features to 

Collaborative Suggestion Systems or by applying vice versa scenarios [4]. By using these two 

systems together, it is aimed to get more efficient results by preventing the weaknesses of each 

of the systems. Big companies such as Netflix, Amazon, Spotify benefit greatly from this 

system. For example, Netflix offers suggestions both by checking users' past actions and taking 

into account the ratings made by users [8]. 
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1.1.Problems in Recommendation Systems 

 The inclusion of new users and products in the system, the increase in user evaluations 

about the product, and the increased data may cause some problems. 

Data sparsity is one of these problems. It occurs when similarity recognition between users is 

insufficient despite appropriate data [9]. 

Not having enough information about users who are new to the system creates an uncertain 

situation about the products to be offered to them [10]. 

In this study, we tried to reveal the right recommendation system to avoid certain problems 

encountered in the system and to make appropriate recommendations to the right users. 

2. Material and Methods 

 Python libraries (pandas, NumPy and sci-kit learn) were used separately for 

Collaborative Recommendation Systems, Content-Based Recommendation Systems and 

Hybrid Recommendation Systems. 

The NumPy library is like Python but more functional and used for scientific calculations. The 

Pandas library is a library that can be effectively used in operations with non-homogeneous 

sequences. Sci-kit learn is a convenient library for machine learning-oriented operations such 

as regression, matrices, and vectors. Cosine similarity is calculated by formulating the similarity 

between two different texts with the cosine function. SVD allows operations to be made with a 

complex matrix as the product of simpler matrices. In TfidfVectorizer, the processed words are 

converted to TF / IDF matrix and the similarity of the products is measured by considering the 

product features. 

The live database of an e-commerce website was used as the dataset which includes a total of 

5012 different orders and 7190 products. Firstly, no recommendation system was used for the 

first 15 days. Next, only the collaborative recommendation system was used. After that, a 

content-based recommendation system was used. Lastly, the hybrid recommendation system 

was used in 15-day periods. 

In the first period, 344 orders were received without using any recommendation system, and a 

total of 501 products were sold in these orders. 

In the second period, the collaborative recommendation system was used, 498 orders and 776 

products were sold. When the whole dataset is examined, 36 orders and 45 products are matched 

with the collaborative recommendation system. 

In the third period, the content-based recommendation system was used, 730  orders and 1105 

products were sold. When the entire dataset is analyzed, 126 orders and 247 products match the 

content-based recommendation system. 

In the third (last) period, the hybrid recommendation system was used, 1399 orders and 2241 

products were sold. When the entire dataset is examined, 248 orders and 420 products match 

the hybrid recommendation system. 
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2.1.  Comparison of Recommendation Systems 

 Users with at least 1 order were evaluated. Accordingly, in the dataset with 4694 users, 

the number of users with at least 1 order was 4260, and the number of user interactions with at 

least 3 orders was 1254, with a total of 5012 orders. The total number of products is 378. 

In this study, TF/IDF technique (Term Frequency / Inverse Document Frequency) was used. 

However, for every product that the user interacts with; 

- 30 products that the user does not interact with are sampled. 

- The user is not aware of the existence of these products, because they have nothing to 

do with them. 

- A list of 1 interactive and 30 non-interactive products is requested from the suggestion 

system. 

- “Top N” accuracy measurements are made for the user and the interacted product from 

the list. 

- All "first N grains" measurements are summed. 

3. Results 

 For Collaborative Recommendation Systems; 

Table 3.1 shows the number and proportions of products in orders and orders every other day, 

among 776 products out of 498 orders. 

In the cooperation suggestion system, the order product ratio is between 1 and 2. This means 

that at least 1 and at most 2 products are ordered in 1 order. 

In the collaborative recommendation system, the rate of purchasing a product in an order is 

1.5582. 

Table 3-1. Order and Products in Collaborative Recommendation System 

Order Number of 

Orders 

Number of 

Products 

Products / 

Orders 

Order 1 2 2 1 

Order 2 1 1 1 

Order 3 1 2 2 

Order 4 3 4 1,33 

Order 5 1 2 2 

Order 6 4 4 1 

Order 7 2 3 1,5 

Order 8 2 2 1 

Order 9 2 2 1 

Order 10 3 5 1,66 
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For Content Based Recommendation Systems; 

Table 3.2 shows the number and proportions of the products in the order and every two days 

among 1105 products placed in 730 orders. 

In the content-based recommendation system, the order product ratio is between 1 and 3. This 

means that at least 1 and at most 3 products are ordered in 1 order. 

In the content-based recommendation system, the rate of purchasing a product in an order is 

1.5136. 

Table 3-2. Order and Products in Content Based Recommendation System 

Order Number of 

Orders 

Number 

of 

Products 

Products / 

Orders 

Order 1 3 5 1,66 

Order 2 3 4 1,33 

Order 3 2 2 1 

Order 4 1 3 3 

Order 5 3 6 2 

Order 6 2 3 1,5 

Order 7 3 3 1 

Order 8 3 4 1,33 

Order 9 5 6 1,2 

Order 10 4 5 1,25 

 

For Hybrid Recommendation Systems; 

Table 3.3 shows the number and proportions of products ordered every other day, among 2241 

products placed in 1399 orders. 

In the content-based recommendation system, the order product ratio is between 1 and 8. This 

means that at least 1 and at most 8 products are ordered in 1 order. 

In the hybrid recommendation system, the rate of purchasing a product in an order is 1.6018. 
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Table 3-3. Order and Products in Hybrid Recommendation System 

Order Number of 

Orders 

Number of 

Products 

Products / 

Orders 

Order 1 3 24 8 

Order 2 4 11 2,25 

Order 3 2 2 1 

Order 4 1 1 1 

Order 5 2 3 1,5 

Order 6 2 3 1,5 

Order 7 2 5 2,5 

Order 8 3 4 1,33 

Order 9 2 2 3 

Order 10 1 2 2 

 

4. Conclusion 

 The percentage of orders that do not use recommendation systems is 11.57 out of a total 

of 2971 orders in Table 4.1. The percentage of collaborative recommendation systems is 16.76. 

The percentage of content-based recommendation systems is 24.57. The percentage of hybrid 

recommendation systems is 47.08. The highest number of orders were received when using 

hybrid recommendation systems. In addition to the highest number of orders, the highest 

order/product ratio was also seen in hybrid recommendation systems. As future work, all e-

commerce companies will be able to use recommendation systems. Currently, large companies 

(Amazon, Netflix) are successfully using recommendation systems. Medium-sized and small 

companies cannot use the recommendation systems due to the large size of the data and the 

high operating costs. Our renewed recommendation algorithms will make recommendation 

systems more accessible by managing big data with less cost. 

Table 4-1. Comparison of Methods with Each Other 

Recommendation Systems Products / Orders 

Collaborative Recommendation Systems 1,5582 

Content-Based Recommendation Systems 1,5136. 

Hybrid Recommendation Systems 1,6018. 
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Abstract 

The world has advanced to the era of Internet of Things (IoT) which has enabled connectivity 

from traditional computing devices to smart devices. This development has ushered in various 

real-time services and smart solutions such as e-transport, e-health, e-manufacturing and other 

e-solutions that are made available either through data centers or edge devices on a scale that 

has never been seen before. Interestingly enough, IoT has also brought with it a lot of security 

challenges due to the number of attack surfaces, and the complexity, heterogeneity and number 

of participating devices and infrastructure. This has resulted in a rise in the cases and instances 

of cyber attacks which causes a lot of concern for Government, companies, and consumers 

alike. This study aims to leverage the recent advances in computational intelligence with the 

old and long-standing power of statistical analysis to combat this trend and restore confidence 

in the technology. To achieve this goal, an integrated internet-IoT attack simulation 

environment has been developed, which allows the configuration of attacks and simultaneous 

training of appropriate machine learning defense algorithms and can be easily integrated into 

the existing corporate infrastructure. 

Keywords: Cybersecurity, machine learning, internet of things, attack vectors, knowledge discovery 

1. Background 

As seen in [3], the number of incidents in SCADA systems are increasing due to 0-day [1] 

attacks. Attackers find new ways of penetrating SCADA systems and these are viewed by 

nations as a new attack vector of cyber-warfare [6]. As a result of this, nations began to realize 

that this is a new force in their military operations and they are teaming up for cyber-warfare 

operations. Additionally, devices connected to the internet would be expected to exceed the 

number of human beings such that by 2020 we should have fifty billion devices connected [9]. 

IoT offers a platform whereby these connected devices blend with the actuators or physical 

objects in the environment in such a way as to enable seamless sharing of information and 

provision of better services [10]. 

IoT has enabled ubiquitous connectivity for a wide range of devices, services, and 

applications (eg. computers, smartphones, office equipment, autonomous cars, lighting 

systems, heating, ventilation and air-condition (HVAC) and household appliances) [10]. A 

good number of communication network technologies such as 3G, 4G, 5G, LTE, Wi-Fi, and 

Bluetooth have provided connectivity services for IoT deployment [10]. In addition, cloud 

computing is expected to provide the backbone for the worldwide information diffusion, data 

analytics and storage on IoT enabled devices [10]. This would eventually lead to intelligence 

being embedded in our environment. 
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The major concern in IoT-Cloud-edge device integration is that they are riddled with various 

security challenges such as application services attack, data integrity attack, privacy, trust, 

identity, standardization, Denial of service attack [7]. This will in turn threaten the security of 

Government, and organization assets while undermining the integrity of the services provided 

[10]. 

By providing a common internet-IoT-attack simulation environment we can better 

understand what might go wrong and how to avoid them. The knowledge gained from such 

environment would be packaged as a software API to be deployed in existing IoT 

infrastructures. This would help all stake-holders in understanding and preventing attacks 

while protecting public assets from damage caused by such attacks. 

2. Agent Platform 

Today, many manufacturers have software and hardware solutions in the fields of smart 

manufacturing, oil and gas refineries, nuclear power plants and vice versa. The usage of IoT 

edge devices is increasing everyday. On the other hand, the method of measuring any sensor 

on IoT devices and platforms are very hard and thus designing an efficient platform for getting 

measurements correctly, analytic processing and machine learning computations on these data 

in near-real time is a hot topic in real-world scenarios [4]. In order to solve this end to end 

distributed sensor reading and analytical computation on all sensor readings problem, multi-

agent system [8] software is developed. 

In CyberML ecosystem, with the help of multi-agent systems [8] , it will be ensured that the 
measurements made at more than one point are combined and then the inferences will be made 
using smart algorithms. 

One of the multi-agent platform we will be using is Volltron [2]. It is an open-source platform 

for distributed sensing and control for performing simulations on smart-building energy 

consumption usage, and creating a more flexible and reliable energy sensor grid. On the 

contrary this platform is suitable for all types of multi-agent modelling and simulation scenarios 

especially for the SCADA based critical infrastructures. 

Researchers are using Volttron for testing new control methods on a multi-agent setup and 

can serve as an ideal platform for rapidly making a prototype of new control applications. In 

addition, the open-source gives all freedom to the implement any research idea on this platform. 

Such openness also reflects Volttron’s integration with other platforms and software. 

The concept of an agent is defined as a computer system capable of autonomous action in a 

situated environment. An agent can react to information sent by the operator, the environment 

or other agents in real time. Volttron agents are generally divided into three classes. Platform 

agents serve as service providers in the platform. Cloud agents serve as bridges between the 

platform and other remote platforms. Control agents control the actual hardware devices. 

3. Research Questions 

It should be remarked here that there is no single integrated internet-IoT-attack standard 

simulation environment. In addition, present solutions are focused on traditional filterbased 

approaches that fall flat in the face of sophisticated attacks. The challenge ahead could be 
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possibly simplified when viewed through the lens of big data and machine learning. Possible 

questions to be answered are highlighted below: 

• Can Big Data help understand attack signatures? 

• Can Machine learning be effective in understanding an attack before the attack is 

launched? 

• Could community detection algorithms give us ideas about the characteristics of good and 

bad signals or nodes? 

• Can we understand the statistical properties of a normal versus compromised payload and 

connection profile? 

• Can we understand the threat profile of a rogue device that is being inserted into an IoT 

network? 

• Can we learn the statistical properties of compromised network sensor nodes? 

• Can probabilistic graphical models be effective in modelling and structuring the 

dependency among different attack types? 

• Can probabilistic graphical models help model the damage depth and rate after an attack? 

The following analytical methods could be employed to answer some of the questions above: 

• Machine learning (supervised, unsupervised and Reinforcement learning) 

• Game theoretic approach 

• Statistical and Network analysis 

As remarked earlier a standard training environment is still lacking. 

4. Research Methods 

The basic approach to enable the solutions above would be to build a platform that enables the 

training and testing of algorithms. In addition, such platform should enable the configuration 

of different attack scenario. The next section describes the simulation environment. 

Cyberlog: Simulation Platform 

The simulation environment is intended to integrate internet web devices and sensor nodes. 

The core of the simulation environment is listed below: 

• GNS3 (Traditional network architecture and simulation) 

• Cooja simulator (Wireless sensor network) or TinyOS 

• Docker 

• Other physical devices and sensors as necessary. 

• GNS3-WSN combo environment. 

• IoT attack analysis API (new) 

• Volttron Multi-Agent Platform 

The analytical nodes gets the data and train the algorithms accordingly. The sensor nodes 

simulate IoT network and publish the data to exterior devices. A typical sensor network is 

depicted below: 

In particular multiple nodes could be connected to GNS3. Consequently, each node could run 

a docker version of available wireless sensor network. Using Message Queuing Telemetry 

Transport (MQTT) [11] it would be possible to feed traffic from the sensor nodes in the virtual 

machine to external nodes or routers. 
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With this platform it is possible to build a specific attack scenario or general attack profile of 

interest.This would be followed by investigation of how to detect and prevent such attack. Even 

though there are internet-iot data dump as proposed in [5], the aim of the platform is to enable 

online learning. However, various data dumps could be employed to facilitate learning. 

After the learning process it is the responsibility of the 

Volttron platform for loading models and related algorithms for further runtime action on the 

actual real-world platform. 

                                                                     
Figure 1. Simplified Network architecture.The ubuntu and alpine pyshark nodes are 

analytical nodes that will house the models and algorithms. 

                                         

Figure 2. Simplified Sensor network (with 6LowPan and other IoT protocols). The sensor 

network would be connected to the internet architecture to simulate a true integrated internet-

iot-attack environment 

A minimum example of the platform is documented on Github1. Contribution to the project 

from the larger research community is highly welcome. 

                                                      
1 https://github.com/bilalashade/IoTML-TestEnv-master.git 
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5. Conclusion 

It can be said that, the importance of IoT is its influence. It goes beyond the simple exchange 

of data by connecting devices. However, there is global concern about the security challenges 

that such architecture poses. This study proposes a step with enormous potential for providing 

setups, models and algorithms that can be used to ensure the security of devices, structures, and 

services at all levels in realm of IoT. 
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Abstract 

The use of wasted lead–acid batteries in the recycling of lead oxide plays a very valuable 

role. Lead is a material very easy to recycle and, provided that adequate procedures are 

implemented, the final product (secondary lead) is indistinguishable from the primary lead 

produced from ores. About 50% of the lead consumed worldwide is derived from recycled and 

reused materials. [1]The recovery of metals from metal scrap has the advantage that it is easier 

and far less energy dependent than the production of primary lead from ores. The production of 

recycled lead requires 35–40% of the energy necessary to produce lead from ores. In addition, 

the recovery of lead decreases the lead dispersion in the environment and preserves the mineral 

reserves for the future. It is estimated that at least 85% of the consumed lead can potentially be 

recycled [8], [4], [5]. 

This study shows extraction of lead oxide from car batteries and the XRD patterns of the 

final outcome proves perfect results. Moreover, chemical analysis (Sulphate (SO4) 

precipitation process) and characterization results such as particle size analysis, Vibrating-

Sample Magnetometer) and Scanning Electron Microscopy will be shown in details.  

 
 Keyword(s): Energy Saving, Recycling, Car Batteries, Lead Oxide 

1.Introduction 

The lead–acid batteries represent about 60% of batteries sold in the entire world. Lead is a 

material very easy to recycle and, provided that adequate procedures are implemented, the final 

product (secondary lead) is indistinguishable from the primary lead produced from ores.  [3] 

About 50% of the lead consumed worldwide is derived from recycled and reused materials. The 

recovery of metals from metal scrap has the advantage that it is easier and far less energy 

dependent than the production of primary lead from ores. The production of recycled lead 

requires 35–40% of the energy necessary to produce lead from ores. [2] In addition, the recovery 

of lead decreases the lead dispersion in the environment and preserves the mineral reserves for 

the future. It is estimated that at least 85% of the consumed lead can potentially be recycled. [7] 

2. Materials and Methods 

2.1. Extraction of Lead Oxide Plates from Recycled Batteries   

The procedure to extract of lead oxide plates from the battery was pretty straightforward. 

It can be summarized in 4 steps: 

1. Cutting and removing the head of the battery.  
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2. Removal of Lead Oxide plates from PE separators.  

3. Holding the plates under water supply (during 1 hour) and cleaning process.  

4. The plates held and dried at 100 Celsius in the oven for 1 hour.  

After those steps, dried Lead Oxide are ready to be extracted from their own plates. PbO 

is so gentle and soft that it can be extracted from the plates by an ordinary tweezer. The plate is 

divided into 3 level categories - Upper, lower & intermediate parts. The extracted powder of 

Lead Oxide is put into a plastic bag and the bag is located inside a crucible. After beating the 

bag with a mallet, the powder of 3 different Lead Oxide is ready to be used for characterization.  

2.2. Characterization of Recycled Lead Oxide  

2.2.1. Chemical Analysis  

 

Precipitation of PbSO4  

Sulfate analysis from plate; 10 g battery paste which is called “sample” was taken and put to 

moisture analyzer in order to get rid of moisture in the sample. After that, the sample was put 

into beaker. 100 ml Na2CO3 was added and stirred gently and then solution was boiled for a 

20 minutes. At the end of the boiling process, the solution was taken tp the volumetric flask 

(500 ml) and some water added. Then the solution was filtrated and it was re-heated. 

Concentrated HCl was added to neutralize the solution. While the solution was boiling, 40 ml 

BaCl2 was added. After waiting for a while, the solution was filtrated. The precipitate was taken 

into crucible and kept in the oven at 600 - 700 Celsius for 3 hours. Lastly, remained ash content 

on crucible was measured and amount of BaSO4 was calculated. [10] All analysis were made 

in İNCİ GS Yuasa Akü Manisa, Turkey.  

 

Color Indication 

Where the upper side of the battery plate the current comes first has got more transformation 

because the magnitude of electricity transmission drops to the lower side, loss increases on the 

longer path. Therefore, the upper part works better and the lower part works less. There is also 

an acid density difference in the battery. The lower part has got more concentrated acid. As the 

acid density increases, the conversion of PbSO4 with current to PbO2 slows down. This reduces 

the conversion of the lower part from PbSO4 to PbO2, so the lower part goes to the mechanism 

we call “Sulfation”. Since lead sulphate is white, the lower part looks lighter as color. Since 

the mixture of black PbO2 and PbSO4 is more intense at the bottom, the color turns brown.  
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2.2.2. Scanning Electron Microscopy (SEM) 

SEM technique was used in order to investigate particle size and close look at 3 different parts 

of the plate (upper, middle and bottom parts). All results were obtained in Central Research 

Laboratory in Katip Çelebi University.  

Figure 1. SEM images of Lead Oxide powder taken from the lower (left), the intermediate 

(middle) and the upper part (right). 

2.2.3. VSM (Vibrating-Sample Magnetometer) Results  

Hysteresis curves of 3 different levels of PbO2 recycled from the plates and styrofoam (for 

comparison) were also recorded by sweeping the magnetic field in magnetometer. All 

observations made in EMUM in Dokuz Eylül University.  

Figure 2. VSM results of Lead Oxide powder taken from the bottom (upper left), the 

intermediate (upper right), the top part (left bottom) and styrofoam (right bottom). 
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2.2.4. Particle Size Analysis Results  

The particle size for the top and the bottom part of Lead Oxide from the plates also investigated 

by this characterization technique. All results were obtained in Central Research Laboratory in 

Katip Çelebi University.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  The partice size analysis of Lead Oxide powder taken from the top part. 
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Figure 4.  The partice size analysis of Lead Oxide powder taken from the bottom part. 

 

2.2.5. X-Ray Diffraction Results  

 

Lead sulfate, lead dioxide and lead oxide are the main components of lead paste in a used 

lead-acid battery. In order to make a detailed comparison, the literature source was used for 

XRD results of PbSO4, PbO and PbO2. [8]  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. The literature source for XRD results of PbSO4, PbO and PBO2 [8]. 
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Figure 6. The XRD results of Lead Oxide powder recycled from the car battery in our 

project.  

 

XRD results of the powder from recycled battery were obtained in Laboratories of Material 

Science and Engineering Department in İzmir Katip Çelebi University. PbO2 peaks (25, 33 and 

49 degree - in all plots), PbSO4 peaks (between 25 and 30 degrees- in mixed and bottom plots) 

and PbO peaks (between 50 and 60 degrees, 35 and 45 degrees - in mixed and bottom plots) 

can be clearly seen in combined XRD plots. 

 

3. Results and Discussion 

Chemical analysis showed that there is inverse correlation between the abundance of 

PbSO4 & PbO2 and physical indication for PbSO4 is color. All recycled powder contains 98 % 

Lead components + others. The percentages for PbSO4 : Lower part 16.7 , Intermediate part 

10.3, Upper part 0.5 .  

X-Ray diffraction results showed that recycled Lead Oxide powder had perfect purity. 

Our results matched with literature results perfectly. Since the powder will be used for RAM 

(radar absorbing material), the size comparison is important. SEM and Particle size analysis 

results indicated that the size of the recycled powder could be decreased below 10 micrometer. 

Optical and electronic properties of the powder can be changed by decreasing size and PbO can 

be a potential candidate to be a radar absorbing material.  
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Poor magnetization of Lead Oxide was shown in VSM analysis. Oxygen inside Lead  

which is a good conductor ensured the infinitesimal magnetic properties.  

4. Conclusion 

According to the EPA, about 80% of the lead and plastic in a lead-acid battery is recycled 

for reuse. Lead-acid batteries are also closed-loop recycled, which means each part of a battery 

is recycled into a new battery. A lead-acid battery contains lead and highly corrosive sulfuric 

acid electrolyte solution which are classified as hazardous wastes according to RA6969. [6] 

Contrary to other recycled products, lead quality is not lowered. [9] Many countries achieving 

recycling rates of more than 90 percent. In this work, we managed to recycle Lead Oxide from 

used car battery. In summary, Lead Oxide powders were successfully prepared for 

characterization. XRD results proved that recycled product had supreme purity.   
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Abstract 

Deep Learning (DL) has become very popular, especially thanks to the towering achievements 

in classification, segmentation and identification in many image types by the use of transfer 

learning and detailed feature learning stages. Although DL has been criticized by some 

researchers due to down sampling procedure, it has created a new enlightenment to image 

processing approaches with its capabilities in generating feature activation maps. In this study, 

the pre-trained CNN architectures were evaluated for bell pepper leaf identification. The VGG-

19 architecture with the best identification performance was fine-tuned by iterating various 

dropout factorization rates and fully-connected layers on different feature activation maps. The 

fine-tuned VGG-19 CNN architecture separated the healthy and diseased pepper leaves with an 

accuracy of 97.84%. 

 
Keyword(s): Bell Pepper, Deep Learningdepht, VGG-19, Plant Leaf Diseases, PlantVillage 

 

1. Introduction 

Food production is a sector that is important in many areas, directly related to social life 

and economy. Planting, seed dressing, and harvesting are the main inception processes in the 

food industry. Especially in recent years, due to plant diseases and pandemics, the disruptions 

in production and the inability to make sufficient supply both impressed the national economy 

and prevented sufficient natural products from reaching the consumers. In this case, the 

necessity of preventing plant diseases and correct management of the necessary production 

policies has come to the forefront for the agricultural sector all over the world. Although it is 

difficult to predict some of these situations, plant diseases can contribute to the harvesting 

bodyborne leaf diseases, stem diseases, fruit diseases, and root diseases (Singh & Misra, 2017). 

Harvest loss caused by late detection of plant diseases and overdue in taking precautionary 

measures related to this loss is an application with conventional methods even in developed 

countries. Moreover, spraying for identified plant disease is applied to the entire harvest area. 

This causes unnecessary expenses for agricultural producers and even spoils the genetics of the 

plant due to chemical spraying. In this respect, locally and plant-based diagnosis of plant 

diseases is of great necessity to improve the earning in productivity. Therefore, computerized 

techniques for early detection of plant diseases and applying reliable preventives are the main 

focus of agriculture technologies. 

The advancements on computer vision and the increasing computational capacities with 

the advantages of GPU have highlighted the artificial intelligence based applications. 

Moreover, common use of camera technologies even for mobile devices has contributed these 

standpoints on novel machine learning techniques. Use of computer vision in agriculture 

increases day by day with the prevalence of drone technologies. It enables the opportunity to 

configure plant disease identification models using real-time leaf, bacterial, fruit diseases using 
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hybrid techniques and robotic. in the light of these developments, computer-aided techniques 

with automated and hand-crafting have frequently been implemented to identify different plant 

leaf diseases. Jagan and Mohan handled the paddy spot disease using SIFT technique and 

conventional machine learning algorithms, including k-nearest neighbor and support vector 

machine (SVM) (Jagan et al., 2016). Phadikar focused on the rice leaf diseases feeding 

morphologic and histogram features into SVM with non-linear kernels (Phadikar, 2012). Islam 

et al extracted RGB-based features on spot areas to identify the rice leaf disease using Naive 

Bayes (Islam et al., 2018). Kumari et al. utilized contrast and statistical features of spots for 

tomato and cotton leaf diseases for unfolding to an artificial neural network (ANN) (Kumari et 

al., 2019). Chouhan et al. classified the similarity based correlation features for various plant 

species using ANN (Chouhan et al., 2018).  

Deep Learning (DL) algorithms are popular hybrid techniques with feature learning and 

classification stages. Moreover, it is an easy-adaptable technique for many image types with 

high classification and segmentation performances on large-scale datasets using transfer 

learning on DL with pre-trained architectures. Hence, convolutional neural networks (CNN) 

algorithm is the first choice for many researchers without pre-processing and advanced image 

processing knowledge. Sladojevic et al. utilized CNN for various plant leaf diseases on their 

own large-scale database (Sladojevic et al., 2016). The studies applied transfer learning on pre-

trained ImageNet weights using AlexNet (Amara et al., 2017; Brahimi et al., 2017; Chouhan et 

al., 2018; Kumar et al., 2020; Lee et al., 2017; Liu et al., 2018; Sladojevic et al., 2016), LeNet 

(Kumar et al., 2020), VGGNet (Amara et al., 2017; Lee et al., 2017), GoogleNet (Amara et al., 

2017; Lee et al., 2017; Sladojevic et al., 2016), ResNet (Lee et al., 2017), and more. Lee et al. 

utilized feature learning on AlexNet using fine-tuning and presented high identification 

performances of 40 leaves (Lee et al., 2017). Amara et al. applied CNN with LeNet architecture 

to classify banana leaf disease on PlantVillage dataset with high accuracy rates (Amara et al., 

2017). The researchers evaluated the performance of various pre-trained architectures on 9 

tomato leaf diseases from PlantVillage dataset and apple leaf diseases on their own dataset (Lee 

et al., 2017). Ferentinos et al. utilized many pre-trained CNN architectures for separation of 

many leaf diseases on PlantVillage database (Ferentinos, 2018). Geetharamani and Pandian 

fine-tuned a novel CNN architecture with variations of classification parameters including, 

dropout rate, learning rate, and dense layers (Geetharamani & J., 2019). Kurup et al. fed the 

Capsule Networks and CNN architectures with plant leaves from PlantVillage to compare the 

identification performances (Kurup et al., 2020). Altan also analyzed the efficiency of Capsule 

Networks over plant leaf diseases (Altan, 2020). This paper aims at classifying bell pepper leaf 

diseases using pre-trained CNN architectures (VGG-16, VGG-19, and MobileNet), comparing 

the performance of fine-tuning on the best architecture for transferring dominant pixel 

information among convolutional blocks.   

The remaining of the paper is organized as a general description of focused plant species 

in the PlantVillage database and architectural specifications of experimented CNN models in 

materials and methods. The experimental setup and performance evaluation metrics for the 

experimented architectures in experimental results. A complete comparison with state-of-the-

art in terms of plant leaf disease identification performances and superiorities of the CNN 

models in discussion. 
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2. Materials and Methods 

2.1. PlantVillage Database 

PlantVillage Database is a large-scale plant leaf disease dataset. It enables enhancing the 

harvesting techniques with computer-assisted techniques to provide the productivity in 

harvesting as early diagnosis. Whereas the food industry is a main problem to supply the 

nutrition necessity for people all over the world, it is possible to qualify profitability in time 

dressing and watering. Therefore, it was presented as a challenge dataset by Land Grant 

University, USA (Hughes & Salathe, 2015). PlantVillage consists of a total number of 54K leaf 

images from thirteen species. Most of the plant species have disease spots for various leaf 

diseases and healthy leaves to develop diagnosis models for both binary and multi-classes. 

        

Figure 1. Sample bell pepper leaves for healthy (left) and bacteria spot disease (right) 

In this study, the bell pepper leaf bacteria disease is focused on with a binary 

classification. The PlantVillage database has a total number of 2.4K bell pepper leaf images 

including, 1K bacteria diseased and 1.4K healthy leaves. Fig. 1 indicates the randomly selected 

pepper leaf images for healthy and diseased. Each leaf image has a standardized square 

dimension with a standard background, but uncertain rotations with different angles. Hence, no 

cropping and background removal were applied to the inputs before feeding the CNN 

architectures. 

Although several images have a shadow effect; none of the bell pepper images was 

excluded in the analysis. We augmented each leaf image with horizontal-, vertical-, and both-

flipping before splitting training and testing folds. 

2.2. Convolutional Neural Networks (CNN) 

Deep Learning is an advancing hybrid technique with outstanding classification 

performances on various types of inputs. The main philosophy of Deep Learning is combining 

unsupervised algorithms in the feature learning and detailed supervised algorithms with novel 

factorization and regularization techniques. On the other hand, it has advantages of transferring 

the knowledge between related problems for reducing the training time. Transfer learning 

enables optimizing pre-trained architectures with a detailed convolutional integration on the 

adjacent convolution blocks. Moreover, transfer learning with popular pre-trained CNN 
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architectures provides a feature map extraction on a detailed convolutional layer. Hence, pre-

trained CNNs enable reaching better globalization using regularization and factorization on 

large-scale datasets. 

 
Figure 2. VGG-19 architecture and fine-tuning process in dense layers 

The main benefits of CNN are feature learning, transfer learning, fine-tuning capability 

on pre-trained architectures, mobile architectures, and optimizing deep neural networks with 

high generalizations. The feature activation maps as a result of many convolution blocks with 

a pooling layer are fed into the fully-connected layers (FC) just as a multilayer perceptron. 

Whereas the primary convolution layers define low-level features, the subsequent layers 

generate high-level features by transferring the dominant pooling results (Altan, 2019). I 

evaluated the performance of transfer learning using popular pre-trained architectures, 

including VGG-16, VGG-19 (Simonyan & Zisserman, 2014), and MobileNet (Howard et al., 

2017) on the identification of plant leaf diseases. 

3. Experimental Results  

The CNN has the ability to compose various combinations during the modeling process 

due to the sequence of convolutional layers, max pooling, and fully-connected layers. It is a 

challenging procedure for proposing novel CNN architectures. However, the popular pre-

trained architectures have proven their usability and efficacy on different problems. Hence, 

transfer learning was chosen for the analysis of plant leaf diseases. VGG-16 and VGG-19 

architectures were named according to their layer depth by Visual Geometry Group. Although 

VGG architectures have a small number of feature learning layers, it is not a mobile network 

due to the depth of the fully-connected layers. MobileNet is one of the most lightweight CNN 

architectures with the capabilities of adaptability to many data types in artificial intelligence. 

Even though very deep neural networks with complicated feature learning stages have many 

advantages on extracting detailed features, it is more important to reach approximate 

classification performances using simplistic architectures with fine-tuning on CNN 

architectures.   That is why this study focuses on fine-tuning and pruning on simple CNN 

architectures.  

Many plant leaf images have uncertain rotations, shadow views and sun shining. 

Nonetheless no image enhancing techniques such as background removal and histogram 

equalization were performed before CNN architectures. 

The diseased leaf images have commonly small bacteria spots. Therefore, it is possible to 

diverging the loss of significance for disease separation on complex CNN architectures. It is an 

important point using shallow feature learning stages with low dimension of feature activations 

maps. Moreover, this point enables evaluating the success of CNN architectures for use as an 
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early diagnostic. Therefore, the best CNN architecture (among VGG-16, VGG-19, and 

MobileNet) was fine-tuned using various depths of fully-connected layers and neuron ranges in 

supervised learning stages. Thus it is aimed to reach the optimum model with highest 

generalization performance on leaf disease classification. Hereby, the best achievements were 

presented for each CNN architecture and compared with the state-of-art.  

Each plant leaf image was converted to gray-scale image to obtain a quick analysis on 

one channel instead of three channels (Red, Green, and Blue). Whereas it is a standardized input 

size for VGG-16 and VGG-19, MobileNet supports all input sizes bigger than 32x32. The leaf 

images were resized to 224×224 for both CNN architectures. Each leaf image was augmented 

to enhance the dataset for supporting the pre-trained model with different angles and to avoid 

overfitting. Each image was increased by 4 times with vertical-, horizontal, and both-flipping. 

Hence, the training of the pre-trained CNN architectures for identification of plant leaf diseases 

were performed on a total number of 9900 plant leaf images.  

The proposals were trained using 80% and 20% folds for train and test, respectively. The 

separate folds of the plant leaf images were utilized for training and testing the pre-trained CNN 

architectures. The performance of the proposals was evaluated using statistical test 

characteristics, including overall accuracy, sensitivity, specificity, and precision (Altan, 2019).  

In the fully-connected layers of the CNN architectures were iterated for various dropout 

factorization rates (0.25, 0.5, 0.75) in the fine-tuning, a range of fully-connected layers (2 and 

3), and neuron depth (256, 512, 1024, 2048, and 4096 neurons). The output functions of the last 

fully-connected layer is softmax. 

Table 1. The classification performances (%) for the pre-trained CNN architectures 

CNN architectures Accuracy Sensitivity Specificity 

VGG-16 82.25 77.17 85.72 

VGG-19 91.12 90.35 91.64 

MobileNet 90.27 89.51 90.80 

The highest classification performances in terms of accuracy, sensitivity, and specificity 

are presented in Table 1. The experimental results indicate that the VGG-19 has the highest 

identification capability on the plant leaf diseases among the analyzed pre-trained architectures. 

Whereas MobileNet reached well enough classification performances, VGG-16 performed a 

miscarriage generalization on the re-training of the architectures on ImageNet weights. 

Therefore, VGG-19 architecture was fine-tuned using various fully-connected layer 

specifications. Table 2 presents the best five classification performances on fine-tuning of 

VGG-19 architecture. 
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Table 2. The best five classification performances (%) for fine-tuning of VGG-19 architecture 

with various fully-connected layers 

Fully-connected layers Dropout Accuracy Sensitivity Specificity Precision 

FC1(512) 

FC2(512) 

0.50 94.93 94.04 95.53 93.45 

FC1(512) 

FC2(1024) 

FC3(2048) 

0.25 94.95 94.11 95.52 93.44 

FC1(1024) 

FC2(1024) 

0.50 95.19 93.41 96.40 94.62 

FC1(512) 

FC2(512) 

FC3(2048) 

0.75 96.05 94.89 96.84 95.31 

FC1(1024) 

FC2(512) 

FC3(2048) 

0.50 97.84 97.48 98.09 97.19 

The enhanced neuron architects in each fully-connected layer provide high identification 

accuracy using deeper models. It is experimented that using a big number of neurons for both 

fully-connected layers (4096 neurons) performed inefficacious generalization under the average 

classification performances for iterated range of dropout and training parameters. Using 1024 

neurons at 1st dense layer, 512 neurons at 2nd dense layer, and 2048 neurons at 3rd dense layer 

with the proposed fine-tuning approach on VGG-19 architecture reached the best generalization 

using a dropout factorization rate of 0.5. The highest bell pepper leaf disease diagnosis 

performance was achieved with the rates of 97.84%, 97.48%, 97.49%, and 97.19% for 

accuracy, sensitivity, specificity, and precision, respectively. 

4. Discussion 

The pre-trained architectures are commonly utilized to analyze leaf, fruit, and root 

diseases for various plants. The easy-adaptability and denomination of CNN architectures are 

supported by transfer learning and pre-trained weights. Moreover, it enables fast convergence 

and robust generalizations for many related problems. Although novel architectures using 

capsule networks reported the advantages of using spatial information on direct images by 

excluding pooling layers, CNN architectures are still in the first position for consecutive 

convolutions to extract significant feature maps.  

To the best of my knowledge, whereas a limited number of researchers focused directly 

on bell pepper leaf disease identification, most of them analyzed it among various plant species. 

However, these papers reported an overall identification accuracy rather than plant-based 

classification performances. The achievements in the related works on the PlantVillage 

database are presented in Table 3. 

The achievements are obtained using the contingency table and number of the plant 

species for pepper leaves. Geetharamani and Arun Pandian highlighted a light-weight CNN 

model. It has nine layers including fully-connected layers and convolutional layers to identify 

the plant leaf diseases. They iterated with various batch size, epoch, and dropout factorization 
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index in the training of CNN. They reported the identification capacity of their proposal over 

AlexNet, VGGNet, Inception-v3 and ResNet. Their proposal achieved the highest pepper leaf 

disease classification rates of 93.00%, 92.00%, and 93.00% for accuracy, sensitivity, and 

specificity, respectively (Geetharamani & J., 2019). Kurup et al. proposed a capsule network 

on the PlantVillage dataset. Their proposal achieved pepper leaf classification accuracy rates 

among 91% and 96% (Kurup et al., 2020). Altan also applied a capsule network architecture on 

the augmented pepper leaf images. He reached classification performance rates of 95.76%, 

96.37%, and 97.49% for accuracy, sensitivity, and specificity, respectively (Altan, 2020). 

Although the literature reported well-enough classification performances with popular 

CNN architectures and novel capsule network architectures, nevertheless it is possible to reach 

better generalization capabilities by fine-tuning the architectures according to the problems. 

This study explores the effect of fine-tuning on well-known CNN architectures on pepper leaf 

disease identification using various fully-connected layer sequences and dropout factorization 

rates. 

Table 3. The state-of-art for pepper leaf disease identification on PlantVillage 

Related works Classification Accuracy Sensitivity Specificity 

Geetharamani et al. 

(2019) 

Own CNN architecture 93.00 92.00 93.00 

Kurup et al.(2020) Capsule Network - 89.17 - 

Altan (2020) Capsule Network 95.76 96.37 97.49 

This study VGG-19 + Fine-tuning 97.84 97.48 98.09 

The fine-tuned VGG-19 architecture overcomes the state-of-the-art using three fully-

connected layers and 0.5 of dropout factorization. VGG-19 is the most responsible CNN 

architecture for the experimented ranges of classification parameters under the architecture-

based evaluation metrics. Using a small number of neurons at the first fully-connected layer 

and detailing the previous fully-connected layers with a big number of neurons provided a better 

optimization in both training and testing of the proposal. The fine-tuned VGG-19 architecture 

achieved identification rates of 97.84%, 97.48%, and 98.09% for accuracy, sensitivity, and 

specificity, respectively. 
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Abstract 

Video stabilization is the process of eliminating unwanted camera movements and 

shaking in a recorded video. Recently, learning-based video stabilization methods have become 

very popular. Supervised learning-based approaches need labeled data. For the video 

stabilization problem, recording both stable and unstable versions of the same video is quite 

troublesome and requires special hardware. In order to overcome this situation, learning-based 

interpolation methods that do not need such data have been proposed. In this paper, we review 

recent learning-based interpolation methods for video stabilization and discuss the 

shortcomings and potential improvements of them.  

 
Keyword(s): Video stabilization, deep learning, unsupervised learning, interpolation methods 

 

1. Introduction 

Videos, which have become a habit of our daily life, are used in many fields such as 

military (unmanned aerial vehicles), education (scientific research, etc.), healthcare (in order to 

determine the size and location of the problem in endoscopy and colonoscopy videos) and film 

industry (in movie shootings, etc.). A video is defined as a set of consecutive images taken with 

a handheld camera or a camera positioned on a vehicle. The shaking of the hand or the shaking 

of the vehicle in these videos can cause visual problems. Although some hardware has been 

produced to solve this problem, this equipment can be expensive. For this reason, the interest 

in the field of digital video stabilization has increased.  

Digital video stabilization can be applied in three steps. Motion path estimation, motion 

path smoothing and producing the stable video (Figure 1).  In the majority of the digital video 

stabilization studies, motion is detected by using the similarity and feature extraction between 

the frames, camera path is corrected and video is stabilized. Pixel and block mapping-based 

motion detection methods use inter-frame distance metric and similarity measurement to 

estimate the motion of each pixel and block. In the pixel-based approach a pixel is represented 

with 3 color values and an invariant brightness value. It is hard to estimate the pixel movement 

between the consecutive frames due to the similarity of neighboring pixels. A pixel can match 

with several pixels in the next frame. To overcome this problem a holistic approach is applied. 

A 2-dimensional transform is applied to one of the frames as a whole and the number of 

matching pixels is tried to be maximized. Block-based mappings reduce the negative effects of 

pixel-based methods and block-pixels are used for displacements between two scenes. It also 

only considers blocks at a certain distance from the block to be matched to avoid over-matching. 

On the other hand, the feature-matching methods find the easily recognizable points in the 

scene. Only the displacements of the relevant points are calculated. All videos are processed 

frame-by-frame, and the positions of these relevant points are determined by tracking the 
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selected features in the video frames, and the motion trajectories are determined. There are 

several feature extraction algorithms such as SIFT, SURF and FAST. SIFT does direction-

independent feature extraction (Chiu et al 2013, Rublee et al. 2011, Lowe, G. 2004), SURF 

approach is an optimized version of the SIFT algorithm. (Rublee et al. 2011, Bay et al. 2006), 

and FAST is a corner detection algorithm reported to give more successful results than 

alternatives (Chiu et al. 2013). Although feature matching methods are successful, they have 

limitations. Feature extraction algorithms may not be able to extract enough features in certain 

parts of the scene and this may lead to poor results in stabilization. This is one of the reasons 

learning-based methods become popular in video stabilization. Supervised learning-based 

methods require stable and unstable pairs for each video in the learning set. Although some 

datasets are suggested on this subject, the quality of these studies is limited as it is dependent 

on the training dataset (DeepStab). On the other hand, self-supervised or semi-supervised 

methods may reach a better generalization quality (Choi et al. 2019; Xu et al. 2020; Lee et al. 

2021). Recently, semi-supervised or unsupervised methods based on interpolation are 

frequently encountered in the literature. 

 

Figure 1. Principle of video stabilization 

2. Development of Interpolation-Based Video Frame Interpolations 

Interpolation is a technique that creates pixels instead of unknown pixels in image 

amplifications. There are widely used image interpolation techniques. The first of these 

methods is the Nearest-Neighbor interpolation. In this method, the distances between the 

nearest K neighbors and the unknown p pixel are found and the closest value is set to p. The 

second is bilinear interpolation. Four pixels are indexed as A, B, C, D according to the distance 

to unknown pixel, p. Using these 4 close points, the value of the unknown pixel is adjusted. 

Third, Bicubic interpolation is calculated in the similar way to bilinear interpolation. However, 

it is calculated by evaluating 16 close pixels instead of 4. In this way, it spreads the effect with 

more pixels. Another method, Cubic B-SPline (Eq.1) makes the interpolation curve smoother 

and creates better image edges. (Han, D. 2013, March). 

𝑓(𝑥) = ∑∞
𝑘=−∞ 𝐵𝑘,𝑛+1(𝑥). 𝑓(𝑥𝑘)                                                                           (Eq.1) 

 Mahajan et al. proposed a path-based interpolation method. This method preserves the 

operating frequency content, which takes two input images and generates an intermediate 

frame, and produces a natural-looking animation sequence. If this sequence is considered as a 

single scan line among the input frames A and B (shifted form of A), the pixels are copied from 
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A initially and the image starts to be copied from B at some point. This is the interpolation path 

for unknown pixel p. In this way, a smooth image is obtained. (D. Mahajan et al. 2009). 

Classical video frame interpolation algorithms include optical flow and frame 

interpolation. In these studies, the quality of frame interpolation is largely dependent on optical 

flow. Werlberger et al obtained natural looking intermediate frames (t+1/2) between two input 

(t, t+1) frames by propagating the optical flow using linear interpolation. This study provides 

advantages such as finding lost frames and partially correcting the distorted frame. However, 

optical flow cannot be found in the restored parts. Interpolation techniques are used for the 

restored parts of the image (Werlberger, et al. 2011, July). Similar work based on optical flow 

was performed in 3D (Yu,et al 2013). There are also different approaches without optical-flow. 

The phase-based method for estimating the motion is the alternative method which uses Euler 

as a phase-based approach for interpolation. This method reduces the limitations of motion 

analysis that could be interpolated. It was successful at frame interpolation and retiming of 

high-resolution high frame rate video. (Meyer et al. 2015).  

There are also studies combining the video frame interpolation steps of motion estimation 

and pixel synthesis into a single local convolutional network. Pixel interpolation is performed 

by convolution on pixel patches instead of optical flow formulation. Its advantages are to handle 

occlusion, blur and sudden brightness change and it provides high frame interpolation. This 

method is more flexible than optical flow methods. However, it is not effective for large 

motions (Niklaus et al. 2017a). Another study used large kernels to handle large motions. Due 

to this memory demand, it limits the number of pixels the kernels can predict in a frame. To 

solve this problem, the model has formulated the frame interpolation as local separable 

convolution on input frames using synchronous 1D kernel pairs. (Niklaus et al. 2017b). 

Classical optical flow-based methods fail when flow estimation is difficult. Recent neural 

network-based methods handling pixel values as hallucinations produce blurry solutions. Deep 

Voxel flow combines two methods. In this work, a network that learns to synthesize video by 

streaming pixel values from existing ones is trained. It showed that the Deep Voxel flow 

approach improves the latest CNN techniques to interpolate and extrapolate both optical flow 

and video. This method is still limited in adapting to inaccuracies in the motion/voxel flow 

estimation. (Liu, et al. 2017). Niklaus et al proposed another method solving the occlusion 

problem of video frame interpolation by estimating and using bidirectional flow. This flow is 

used to warp and blend the input frames. This approach warps not only the input frames but 

also the pixel-based contextual information. It used a pre-trained neural network to extract 

contextual information specifically. Finally, the difference from other methods is that pre-

warped frames and context maps are fed into a video frame synthesis network to generate the 

interpolated frame in a context sensitive manner (Niklaus et al. 2018). 

3. CNN-Based Development of Video Stabilization 

In order to achieve more efficient and consistent video stabilization, learning-based 

studies have been suggested, recently. Wang created the stable/unstable dataset called DeepStab 

and proposed a solution with a Siamese convolutional neural network called Stabnet (Wang et 

al. 2018). With a new formulation of the stabilization problem, instead of estimating and 

correcting a virtual camera path, it produced a stable output in an online fashion that gradually 

learned the transformation parameters along the timeline for each unstable scene. This approach 
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has been a breaking point in the deep learning approach for video stabilization. However, the 

2D homomorphic transformations used in this study may fail on sequential images with heavy 

movements. Another study proposed a new online deep learning framework to learn the 

stabilization transformation for each given unstable frame and the generated stable frames, 

instead of classical stabilization. (Xu et al. 2018). The network consisted of a generative 

network with spatial transformer networks embedded in different layers. A stable frame was 

created for the incoming unstable frame by calculating an appropriate affine transformation. It 

has limits for severe tremors. Yu et al. (2019) eliminated the training step by learning enough 

2D models with a convolutional network (CNN) used only as a regression tool. However, since 

CNN is a computationally difficult approach. Choi et al. (2020) proposed an unsupervised 

approach focusing on image interpolation, which has a significant effect on video stabilization 

to avoid the cropping effect. This method takes two consecutive frames of the video, performs 

a one-sixth transformation over one of these frames, and a network is trained to predict this 

transformation. With the help of this network, they proposed an algorithm that takes two frames 

and creates an intermediate-frame by iterative interpolation method and performs the 

stabilization process in this way. However, it causes blurring while stabilizing the process. 

(Guilluy et al. 2021). Myungsub Choi et al. (2020) In the CAIN approach are used channel 

attention end-to-end splice video frame interpolation network. They proposed a simple and low 

computational method without using the optical flow method which reduces the effects of large 

movements involving occlusion. Instead of optical flow, PixelShuffle (Shi et al. 2016) was used 

with channel attention. PixelShuffle progressively distributes motion-related information across 

channels. Creates the transformed feature map to capture variations between linked frames 

combined with a channel attention to capture motion. In this way it generalizes movements that 

are not visible. It provided video frame interpolation, which synthesizes high-quality images 

without motion estimation. Ali et al. (2020) used DIFRINT motivation instead of optical flow 

to detect local and global movements in video. Perspective inconsistency in video pairs in the 

DeepStap (Wang et al.) dataset has been detected. For this, training video pairs with similar 

perspectives but different movements were created. With the help of this dataset, motion-blind 

video has been tried to be stabilized. It offers unsupervised and expandable video frame 

interpolation-based strategy to produce iso-perspective videos. The first motion blind deep 

video stabilization network is presented with the help of iso perspective dataset. 

4. Conclusion /Inferences Obtained 

Interpolation-based stabilization methods stabilize between frames, reducing inter-frame 

shake without cropping and distortion. However, the quality of the images created due to the 

iterative approach may decrease as the number of iterations increases. The most important 

advantage of these methods is that the scenes can be trained end-to-end without supervision.  

In situations where flow estimation is difficult, traditional optical flow-based methods 

fail, while recent neural network methods that view pixel values as hallucinations can produce 

blurry solutions. Some recent interpolation approaches have used deep network structure, which 

learns to synthesize video scenes by streaming pixel values from existing fields of neighboring 

frames. Although these methods are similar to the optical flow method, they are used as an 

intermediate layer, therefore, their accuracy does not directly affect the result and  these 

methods do not require surveillance like optical flow. However, 2D transformations may also 

create blur in the images. 
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Existing methods, handling 2D information, create gaps in distant and near objects. For 

this reason, perspective can be insufficient. Newer methods processing 3D information promise 

more efficient results in video stabilization. 

As a result, there are shortcomings in video stabilization, such as occlusion, inaccurate 

estimation of the motion, and poor frame synthesis. For this reason, video stabilization has been 

up to date for almost 20 years.. The fact that the problems in the video stabilization mentioned 

above have not been fully resolved yet is proof that the method will be popular in the near 

future. 
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Abstract 

Image rendering is essential study field for computer science, robotics, and augmented 

reality. In the last decade, the increase in the graphics processing power of computers and the 

widespread use of deep learning networks have led to deep learning networks being at the heart 

of the studies on image rendering. The use of deeper networks improves the visual 

representation ability of the trained models and gives them the ability to render high quality 

images. In this study, various information is given about subjects such as image rendering, 

obtaining 3D data from 2D data, 3D image rendering, differentiable rendering and recent 

studies on this subject.  

 
Keyword(s): computer vision, depth image, point cloud generation, differentiable rendering 

1. Introduction 

In computer science, data is kept in matrices of different sizes. Image rendering aims to 

extract meaningful visuals from these matrices. Recent studies with image rendering, 3D 

rendering, and differentiable rendering in the computer science community are mentioned in 

this study. 

The minimum number of coordinates required to specify a point on an object is called 

dimension. Lines are one-dimensional because they lie on a single axis. Visuals are 2-

dimensional because a point on the image is specified with two coordinates, x, and y-axis. 

Three-dimensional objects are x,y and z it is specified with three coordinates. What 

distinguishes 2-dimensional and 3-dimensional objects from each other is that 3-dimensional 

objects are additionally specified with z coordinates. Three-dimensional space; is the name 

given to the medium that has width, height, and depth information. 

Datasets with known depth information and camera intrinsic parameters are more suitable 

for use for 3D studies. This is because they can be represented more accurately and easily in 

3D space by utilizing depth information. By using depth information, the object can be 

represented in 3D space. Objects represented in 3D space can be transferred back to 2D space 

after the desired transformation processes are performed. 

Rendering is the process of obtaining an image from 2D or 3D data. The resulting image 

is called a rendered image. It is one of the sub-topics of computer graphics and has an essential 

place in computer graphics. It is a method needed and used in many different sectors, not only 

in computer graphics but also in architecture, marketing, construction,3D mapping, video 

games, etc. Usually, a 2D render is obtained from 3D data. Information such as the geometry 

of the 3D data, camera perspective, and lighting must be known. 
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One of the missing aspects of the rendering process is that it is not possible to propagate 

back through the render output after the render output is taken. As a solution to this problem, 

the differentiable rendering [4] process has been developed. In the differentiable rendering 

process, it is possible to return over the render output. 

2. Materials and Methods 

2.1. The image depth and depth completion 

In computer vision, the concept of depth is the information about the distance of an object. 

The depth map is the image that indicates the depths of all things in an environment. Today, it 

is possible to create a depth map with various methods (laser scanning devices, cameras that 

can measure depth, and similar tools). It is essential for studies. It is so important because it is 

much easier to represent 2D data with depth information 3D. Not all cameras capable of 

measuring depth give successful results. These cameras are sufficient to help get an idea about 

depth information, but they create some missing regions in the depth map for critical studies. 

These missing regions cause the 3D representation to be missing during the 3D representation 

for 3D studies and reduce the work's efficiency. Due to this problem, various depth map 

completion algorithms have been developed [1],[2],[3]. These smart algorithms have been 

developed to complete the missing regions in the depth map. Depth maps completed using these 

algorithms are more suitable for 3D studies. 

   

 

 

    Figure 1. Depth compilation    

2.2. Point Cloud 

A point cloud is a representation of an object as points in 3D space.Points are positioned 

according to depth information and camera intrinsic values in the 3D coordinate system. By 

using the all points in 3D space, the whole object can be observed. A point cloud is a very nice 

tool for examining and studying a 3D object. The object can be examined from all angles, and 

points can be manipulated according to the work to be done. It is possible to create a colored 

point cloud [9] in data with RGB-D (color and depth) knowledge. Nowadays, the process of 

creating a point cloud is relatively easy when enough data is available. Various algorithms are 
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available for this process [5],[6]. These algorithms ensure that 3D data is represented with 

points. 

 

    Figure 2. RGB-D image to point cloud 

2.3. Differentiable Rendering 

Image rendering is one of the cornerstones of computer vision. This is because data can 

be represented visually. The work area is pervasive and is used in almost all studies related to 

computer vision. Although it is used frequently, image rendering has some problems. At the 

beginning of these problems are the losses that occur when the 2D render output passes back to 

the 3D space. Since there is no back-propagation after rendering, it is impossible to return to 

the 3D space without loss. This problem has been solved with differentiable rendering [4]. With 

the differentiable rendering process, it becomes possible to return to the 3D space when 

necessary after rendering by relating the properties of the 3D scene. Differentiable rendering 

has become a very popular field of the study recently. It has been used in many studies.Some 

of these studies are, NeRF[7] work that makes 3D scene estimation by spreading back the data 

such as light, opacity from the 2D images, SynSin[8] is the estimation of the image that will be 

formed when the camera perspective of the 2D image is changed, Pytorch3D[9] work that 

creates colored point clouds in 3D space and returns from these point clouds back to 2D space, 

deep learning based 3D rendering work using Cuda cores.[10]. It seems that its popularity will 

continue to increase. 

3. Future Directions 

These days, when the importance of learning-based methods is better understood, 

computer vision, deep learning, machine learning, and computer graphics have become fields 

of study where it is inevitable to use them together. Differentiable rendering strengthens the 

connection by increasing the relationship between these fields of study. Differentiable rendering 

will be the main subject of computer vision studies to be made in the future. The reason for this 

is that it allows learning-based studies because it pushes back-propagation possible. With this 

advantage, it is likely that studies on such as scene estimation, pose estimation, 3D visualization 

errors, and 3D optimization will increase. The development of these fields of work will allow 

the direct action of many industries (architecture, marketing, construction, 3D mapping, video 

games, etc.). Therefore, it will be a method that will raise many sectors, especially learning-
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based 3D rendering studies and computer vision studies, to much more advanced levels than 

they are now. 

4. Conclusion 

As a result, differentiable rendering and learning-based image rendering should be 

studied for 3D studies in these times when computer vision is gaining importance. Anyone 

working in computer graphics, deep learning, or computer vision should know about 

differentiable rendering and learning-based rendering. 
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Abstract 

This study was started with the aim of developing a low-cost city security system. In the study, 

a computer vision-based smart security system was implemented by using software developed 

on Raspberry Pi and Arduino. The designed system is motion sensitive, takes photos and video 

images from the environment and sends data about theft, fire, earthquake, gas leakage, air 

quality to the user via WIFI and/or GSM. Due to the size, ease of use and wireless design of the 

system, it can safely collect data in houses and workplaces without attracting attention. The 

security system has also been designed taking into account the outdoor conditions. It can be 

used in outdoor research, security applications, early detection of forest fires. 

Our work continues in order to add artificial intelligence algorithms that recognize the 

user and operate accordingly to the security system.  

 
Keyword(s): Vision based security system; Photo trap; WIFI, GSM; Raspberry Pi; Arduino 

1. Introduction 

Our homes and workplaces are environments, where the objects we value materially and 

morally are the most. The safety of these places is important. According to the Statistical Data 

of the Penitentiary Institution, the number of people involved in crime on 31 December 2019 

increased by 10.1% compared to 2018. The most committed crime is theft with 15.2% (Penal 

Institution Statistics, 2019). On the other hand, incidents such as gas leaks and fires in 

residences increased by 11.8% compared to 2008 (Kılıç, M. 2018). As can be understood from 

these statistical data, security problems are increasing in our environment. For this reason, it is 

tried to take the highest level of precautions. 

The study consists of two modules. The first module is the Raspberry-controlled motion 

detection system. The system has 4 different functions in itself. Functions are selected 

according to the availability of the Internet and the characteristics of the environment. In case 

of theft, the system takes snapshots and videos at specified times and sends them to the user via 

e-mail and SMS. It is important that the data collected in security systems are delivered to the 

user quickly. For this reason, communication is provided in a fast and high quality manner using 

Simple Mail Transfer Protocol (SMTP) and sim800l. 

In the second part, events such as shaking, gas leakage, sudden temperature change, air 

quality and fire in the environment where the system is installed are read through sensors and 

processed with an algorithm, and when necessary, the user is informed via SMS. 

With the developments in technology, security systems are also developing. Intelligent 

security systems are increasing their popularity day by day, as computers are reduced to the 

size of credit cards and are easily accessible (Godbole, S., et al. 2016). In the studies, security 

systems are generally presented as two different studies in which motion-detection camera and 
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fire, earthquake, and air quality data are evaluated. In the motion detection camera system, 

systems are not designed for different environmental conditions and the user is only warned by 

SMS (Göçmen, O., & Kıvanç, G. 2021) In the warning method, the warning system is 

insufficient except for certain features (Jones S.R, et al. 2018). In this study, the two systems 

were combined and designed to be used with or without internet for the safety of environments 

such as streets, houses, workplaces, and natural protection areas. 

2. Materials and Methods 

Arduino, Raspberry were used in the design of the system and SIM800L GSM card was 

used for communication. The algorithm of the project is given in Figure 1. 

2.1. Arduino  

Arduino is an open source development platform that provides ease of use compared to 

many microcontrollers. It provides great convenience in terms of coding through the libraries 

in Arduino. Thanks to the analog and digital inputs on the Arduino board, it provides the 

opportunity to process analog and digital data. For this reason, it is preferred for electronic 

projects today. 

 

2.2. Raspberry Pi 

Raspberry Pi is a single board computer with open source software. It can be used in all 

kinds of computer projects (such as software development, embedded systems and operating 

system applications). In addition, stable structure, easy use, cost are some of the advantages of 

Raspberry Pi. 

 

2.3. SIM800L 

The SIM800L module is a development board that allows the use of GSM communication 

and GPRS with an antenna. This card provides the opportunity to forward and receive calls, 

receive and send SMS, location tracking, and remote control of devices. The board contains 

Universal Asynchronous Receiver Transmitter (UART) pins for connection with the 

microcontroller. The band speed of the module can automatically detect the band between 

1200bps and 115200 bps. 

2.4. Sensors 

The sensors, circuit boards and protocols used in the developed system are explained in 

order. 

DHT11 is a temperature and humidity sensor with an 8-bit processor. DHT11 can 

measure the temperature in the range of 0-50°C with an accuracy of ±2°C. 

The PIR sensor uses a pyroelectric sensor to detect motion and detects infrared light. The 

working principle is based on the difference change between the sensors sensitive to the IR 

wavelength in the sensor. 

The MQ9 Sensor Board measures Carbon Monoxide and Combustible Gas, detects the 

presence of 100 - 10,000 ppm combustible gas concentration and 10 - 10,000 ppm Carbon 

Monoxide (CO) in the environment. 
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The SW-420 is a high-sensitivity, non-directional vibration sensor. Although its usage 

area is wide, it is generally used in applications such as burglar alarm and earthquake alarm. It 

gives digital output (0/1) when it detects vibration. 

Fire Detector Sensor Board (Flame sensor) is a sensor board that can detect flame at 

wavelengths between 760 nm and 1100 nm thanks to the IR sensor on it. 

Radio Frequency Identification technology (RFID) is a method of recognizing objects 

using radio frequency. RFID basically consists of a tag and a reader. RFID tags can be 

programmed to read, write and store object information such as product code, password, name 

(Nayak, M., & Dash, P., 2014) 

 

2.5. Simple Email Transfer Protocol (SMTP) 

SMTP is the protocol that determines the way of communication between the server and 

the client to send an e-mail. Free e-mail service providers have started to support the SMTP 

protocol. (Hoffman, P., 2002) 

 

 
Figure 1. General flow diagram of the system 

3. System Design and Implementation 

The operation of the system is modular. In this section, the modules are explained in 

order. 

1. General working principle of the master module 

There are 4 different functions in this module. The functions are selected according to the 

environment in which the system will work and whether the internet is available. Switching 

between functions is provided by master RFID. In general, the functions; After detecting the 

first motion, two different counters, motion_on and motion_off, run. motion_on counter starts 
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counting as soon as PIR sensor is active and stops counting when motion stops. The 

movement_off counter starts counting as soon as the movement stops. If motion is detected 

during the counting of motion_off counter, motion_on counter becomes active again. “1” 

second after motion is detected, the photo mode is activated and the image is taken. At this 

stage, if motion is not detected for “1” minute, the motion_on counter is reset and the program 

returns to the beginning. “6” seconds after the motion is detected, the video mode is activated 

and a “10”-second image is taken, the motion_on and motion_off counters are reset and the 

SMS pin is activated. 

The sub-functions of the system are described below. The sub-functions of the system are 

described below. 

1. Function 

This function is designed for continuous recording environments where there is no 

internet. This mode, which is suitable for outdoor environments, allows to use the system as a 

photo trap. It can be used in environments such as fields, vineyards, gardens and forests. 

Received images are saved in folders according to date and time and the user is warned via 

SMS. By making instant WIFI connection to the security system, the user can log in with the 

code and password of the security system and access the data. Figure 2 shows the flowchart of 

the 1st and 2nd functions. 

2. Function 

It is designed for continuous recording where there is an internet connection. This mode, 

which is suitable for outdoor environments, allows the system to be used as a security camera. 

It can be used in places such as home, apartment. In this function, the images collected with the 

camera (Raspberry Pi camera ver1.3) are recorded with a name and the images are sent to the 

user via e-mail from an e-mail address defined via the SMTP protocol, and also the user is 

warned via SMS. Since there will be a delay during the mail sending, the time to enter the photo 

or video is adjusted accordingly in the software. 
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Figure 2. Flowchart of 1st and 2nd function 

3. Function 

This function is activated by detecting the defined RFID card of the system, images (.jpg, 

and/or .h264) recorded according to date and time are sent to the user via SMS. By making 

instant WIFI connection to the security system, the user can access the data by logging in with 

the code and password of the system with a remote access software. (Yüksel, M. E., & Odabaşı, 

Ş. D. 2009) 

4. Function 

After detecting the RFID card, the data is sent to the user via e-mail, and the user is 

warned via SMS. RFID lock is used to prevent warnings that may occur due to mobility at home 

or work places. The device remains on standby until the user presents the RFID card to the 

device. 

In case the internet is active (2nd and 4th functions), the data is sent directly to the user 

by e-mail and warned by SMS. In Figure 3, a screenshot of the message sent to the user is given 

on the python shell screen. Figure 4 and Figure 5 show the photo and video sent to the user's e-

mail address. 
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Figure 3. Python Shell Screen 

 

 
Figure 4. Sending the Photograph to the Recipient by Mail 

 

 
Figure 5. Delivering Videos to Recipients by Mail 
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In the 1st and 3rd functions where there is no internet, data can be obtained by logging 

into the system via remote desktop applications. With the remote desktop application, the data 

in the sample folders shown in Figure 6 and Figure 7 were viewed or copied. 

 

 
Figure 7. Photos saved in the Security System 

 

 
Figure 7. Videos Stored in the Security System 

 

General Working Principle of the System 

The Arduino reads and compares the data from the connected sensors. When it is alert or 

active on the SMS pin, the SMS command block is activated and the user is warned. 

While the SW-42 vibration module gives a digital 0 output under normal conditions, it 

gives a digital 1 output in case of any earthquake and shaking. The SMS function, when Arduino 

detects this digital 1 output, is activated and the user is warned via SMS as shown in Figure 8. 

 
 

Figure 8. Ground Shaking - Earthquake warning 
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When the analog value read from the MQ-9 Carbon Monoxide and flammable gas sensor 

exceeds the specified threshold value (threshold value = 400), the SMS function is activated 

and the user is warned via SMS as shown in Figure 9. 

 
Figure 9. Gas leak alert to the Client 

 

In this project, two different methods were used to detect the fire hazard. These; 

1- Flame sensor gives digital 1 output under normal conditions. When it detects a flame, 

it gives a digital 0 output and the SMS function is activated. 

2- The data obtained from the carbon monoxide and combustible gas sensor card (Mq-9) 

and the temperature and humidity sensor (DHT11) cards are evaluated with the algorithm. If 

there is an increase in temperature and chemical gases before the flame goes out, the SMS 

function is activated and the user is warned. 

A screenshot of the warning message sent for the fire hazard is given in Figure 10. 

 

 
Figure 10. Alerting the customer to the fire hazard 

 

Motion detection is done with the image processing program running on Raspberry Pi. 

When a motion is detected in the image, SMS is activated via the 32nd pin and it is aimed for 

the user to check their mail as soon as possible. (Figure 11) 
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Figure 11. Screenshot of motion detection alarm 

 

As an additional feature to the developed security system, studies on keyless password 

entry with the help of computer vision have been completed at a modular level. In this way, the 

user and the security system communicate with a kind of sign language. The user's fingers are 

detected by the camera, the number of fingers and the digit of the password are determined and 

the password is entered. Tests on the compatibility of this module with the system are ongoing. 

(Figure 12 and 13) With this method, it is aimed to activate or deactivate the system without 

using the keyboard. (Ravikiran, J., et al., 2009) 

 
Figure 12. Detection and counting of fingers from the image 

 
Figure 13. Writing the number of fingers on the LCD screen 

 

5. Results and Discussion 

The designed security system has been tested for 4 different scenarios. When motion is 

detected, the system performed the operations determined in the algorithm chosen in 

accordance with the scenario. Event images were recorded in defined places depending on the 

scenario, and the user was warned via email and SMS. In addition, in the developed system, 

events such as decrease in air quality, fire early warning, concussion and earthquake were 

created artificially and the user was warned by the security system. 

6. Conclusion 

With this study, a security system that is more comprehensive than other security systems 

on the market, does not require hardware design, consists of easily available modules, is open 

source to development and has a low cost. 

Studies on the subject continue on learning the past behavior of the user, training artificial 

neural networks with this data and guiding the algorithm accordingly. 
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Abstract 

Electroencephalography (EEG) are small amplitude and low frequency electrical signals 

received from the brain through electrodes placed in the skull. EEG signals can be easily 

disturbed due to external factors. For this reason, it must undergo a series of filtering processes 

at both the hardware layer and the software layer. EEG signals are already low amplitude 

signals. Since they also lose power during filtering, the signal output must be strengthened, that 

is, the amplitude must be increased. For this, Instrumentation Amplifiers have been used.  

In this study, an Instrumentation Amplifier circuit has been designed for electrodes that allow 

EEG recording, and the received signals are passed through a series of filtering processes in 

both the hardware layer and the software layer. It is aimed that the received brain signals can 

perform motor activities of disabled individuals by using the channels determined for "Motor 

Activities" in previous studies. 

 
Keywords: EEG, signal filtering, instrumentation amplifier, motor activity 

 

1. Introduction 

EEG signals are biological electrical signals obtained from the brain. EEG signals are affected 

by the electrical and magnetic field in the environment and by all physical and mental activities 

of the individual to whom the electrode is attached (Alptürk & Kutlu, 2021). Therefore, before 

working on EEG signals, the received signals must be processed through a series of processes. 

These operations are basically filtering and amplitude amplification. Since EEG signals are of 

very low amplitude, they are difficult to detect. Because environmental factors, the tension 

resistance of the human body, and the intensity of muscle signals make it difficult to detect 

brain signals. The most important environmental factor is the mains voltage. The frequency of 

this voltage, which is 60Hz in some regions, is 50Hz in some regions. The signals must be 

filtered so that the mains voltage does not affect the EEG signals.  This filtering can be done at 

the hardware layer or at the software layer. The filter may need to be applied at the hardware 

layer in order to get instant results and minimize data processing time. EEG signals are 

examined in five main groups according to their frequency ranges (Table 1). Frequency ranges 

provide information about the psychological and biological states of the brain (Kumar & 

Bhuvaneswari, 2012).                                                                                                    
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Group Frequency The cases where is seen 

Delta 0.5-3.5 Hz Adults: Occurs in sleep mode. 

Tetha 4-7 Hz Mostly occur in stressful situations 

Alpha 8-12 Hz When awake, it intensifies during the transition to listening 

mode. 

Beta 13-30 Hz Seen in situations of concentration, stress, anxiety. 

Gamma 30+ Hz Seen in certain motor brain functions. 

Table 1. Grouping of EEG signals according to frequencies. 

EEG signals are collected by some special electrodes and recorded by passing certain pre-

processing with special circuits. 

Since the amplitudes of the EEG signals taken from the electrodes are below 100 µV, it is very 

difficult to detect and distinguish them. In addition, the noise intensity is quite high. Therefore, 

the signals need to be filtered and their amplitudes amplified. 

Bo Luan et al. recorded EEG signals through skin screw electrodes in 2012. They used INA118 

as first stage amplifier and TLC277CP as operational amplifier. They have been increased the 

signals obtained by means of a potentiometer between 5.76 and 101 times (Luan, Sun, & Jia, 

2012). 

In 2013, L. Zhang et al. have been conducted a portable Brain-Computer Interfaces (BCI) study 

using two bipolar silver chloride electrodes. They have been filtered the 50 Hz mains voltage 

by applying a mode rejection filter, and then increased the signal 13.5 times. Finally, they have 

been filtered low-frequency noise with a 0.5 Hz passive RC High-Pass filter and increased the 

signal 51 times with the main amplifier. They have been used INA118 as amplifier (Zhang, 

Guo, Wu, & Zhou, 2013). 

Marzieh Moradi et al. have been used a CMOS-based amplifier on the portable EEG circuit 

they designed in 2021. The amplifier achieves a midband gain of 70 dB and a bandwidth of -

3dB in the 0.1-212 Hz range. The adjustable LPF has a cut-off frequency of 100 Hz. They have 

been used a continuous time second-order 100 Hz Gm-C Low-Pass Filter to reduce the ripples 

at the output of the amplifier. They have been achieved an output of 92 dB at the amplifier 

output (Moradi, Dousti, & Torkzadeh, 2021). 

In this study, brain signals were obtained from the FP1 channel using 3 silver electrodes. The 

signals have been passed through the passive RC Low-Pass Filter and their amplitudes were 

amplified and transferred to the computer. The signals have been recorded during 3 different 

states and the accuracy of the study performed as a result of the frequency analysis of the signals 

is shown in the results section.   

2. Materials And Methods 

In this study, disposable electrodes, which are also widely used in ECG systems, have been 

used to detect brain signals. (Figure 1). Disposable electrodes have been preferred because they 

already contain gel that can eliminate body resistance and are completely hygienic. Disposable 

electrodes contain a silver/silver chloride (Ag/AgCl) electrolyte and a gel attached to this 

electrolyte.  (Biyomedikal Cihaz Teknolojileri - Elektrotlar, 2007). Silver electrodes are the 
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most suitable electrodes for capturing brain signals. It provides the advantage of low voltage 

resistance and high conductivity.  

 

Figure 1. Disposable electrodes. 

Electrodes placed at 3 points of the skull enabled data to be obtained from the FP1 channel in 

the frontal cortex. The voltage differences have been transferred to the circuit by connecting 

the electrode used for the main signal to the FP1 channel, the negative electrode to the FP2 

channel and the electrode used for the grounding to the TP10 channel. 

48.23 Hz passive RC Low-Pass filter have been used to minimize the noise generated in the 

signals. In this way, both meaningful signals for EEG can be distinguished and the effects of 

noise caused by 50 Hz city voltage are reduced. A 100 µF capacitor and a 33 Ohm resistor have 

been used for the RC Low-pass filter (Figure 2).  

 

Figure 2. RC Low-Pass filter 

The output value of the signal filtered by the RC Low-Pass Filter is calculated using the formula 

in Equation 1 (Rao & Mothiki, 2006). The resistance (R) is calculated in ohms and the capacitor 

(C) in Farads.  

                                           𝐹 =
1

2𝜋𝑅𝐶
 (Eq. 1) 

 

Since a 33 Ohm resistor and a 100 µF capacitor are used in this study, an output frequency of  

𝐹 =
1

2𝜋𝑅𝐶
=

1

2𝜋 𝑥 33 𝑥 0.0001
= 48.23 𝐻𝑧 
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is obtained as a result of applying the equation. The magnitude and phase values (Graph 1) 

resulting from the 48.23 Hz RC Low-Pass Filter show how high frequency signals are 

attenuated. 

 

 

Graph 1. Magnitude and phase values 

With the simulation, sine waves of 20 Hz, 40 Hz, 60 Hz and 100 Hz were sent to the RC Low-

Pass Filter, respectively, and it was observed that the filter reduced the amplitude of the high-

frequency signals (Figure 3). 

 

Figure 3. RC Low-Pass filter simulation 

Since the amplitudes of frequencies below 48.23 Hz also decrease a little after the filtering of 

the signals, it will be difficult to distinguish the low amplitude EEG signals. For this reason, the 

AD620ARZ op-amp, which is an amplifier, have been connected to the circuit. The AD620 

series provides the possibility to amplify the signal approximately 10000 times. AD620 gain is 

calculated with the formula in Equation 2 (Analog Devices Inc., 2011). 
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                                                𝐺 =
49.4𝐾

𝑅𝐺
+ 1  (Eq. 2) 

 

Signal amplification in AD620 is done with the resistor (𝑅𝐺) connected to the circuit. In this 

study, a 4.7 Ohm resistor was connected to the circuit and the gain was calculated as 

𝐺 =
49.4𝐾

𝑅𝐺
+ 1 =

49.4𝐾

4.7
+ 1 = 10.5𝐾 

In this direction, it is aimed to increase EEG signals smaller than 100 µV to 0.5 - 1 V. The 

circuit diagram model is shown in Figure 4. 

Figure 4. Circuit diagram. 

3. Results 

With the created circuit model, the EEG signals received through the electrodes were 

transferred to the Arduino UNO via analogue pins. Since the signals lost their amplitude after 

filtering, it was observed that their amplitudes were in the range of 0.3 - 0.5V as a result of the 

amplification process.  

In this study, signals have been recorded based on three basic positions. The signals received 

from the Fp2 channel in the frontal cortex were transferred to the computer during nervous, 

resting state (eyes closed) and blinking movements, and analysed by Fast Fourier Transform 

(FFT) method. The results are shown in Figure 5, Figure 6 and Figure 7, respectively. 
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Figure 5. EEG signals received at the time of nervousness. 

 

 

Figure 6. EEG signals received during resting (Eyes Closed). 
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Figure 7. EEG signals received during eyes blinking. 

As a result of the examination of the recordings taken during 3 different states, the distinctive 

features of the signals obtained from the nervous state, resting state and blinking activities could 

be clearly observed. While it was observed in Figure 5 that the signal frequency increased 

considerably during the nervous state, both the amplitudes and frequencies of these signals 

decreased during the resting state in Figure 6. In Figure 7, each eyes-blink created peaks of 

approximately 50 mV in the signal. 

In line with the results obtained, it was seen that different signals were obtained with their 

distinctive features after different brain thought states. Frequency analysis doing with FFT 

demonstrated the accuracy of the materials and methods used. 

4. Discussion 

In this study, a 3-electrode mobile EEG measurement system was designed. In line with the 

examination of the signals obtained with the design, it has been observed that the study has 

achieved its purpose and will contribute to future studies. EEG signals come to a very important 

point to understand the structure of the human brain and to popularize the use of brain-

controlled devices. It is aimed to carry out specific studies with different electrode combinations 

that will be replaced in the future.  
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Abstract 

Technology is continuously developing to improve the way people live and technology used 

in healthcare industry is also changing quickly. For instance, different technological devices 

are used for the diagnosis and treatment of diseases. It has been revealed that diagnosis of 

disease can be made by computer systems with developing technology. Machine learning 

algorithms are used in the field of health, as like as sales and marketing, logistics and finance 

areas, due to their high performance. The aim of this study is to explore different types of 

machine learning classification algorithms that can be used in diabetes diagnosis and to show 

their comparative analysis. In the study, seven classification algorithms were used in the 

literature. These algorithms are Logistic Regression, K-Nearest Neighbor, Multilayer 

Perceptron, Random Forest, Decision Trees, Support Vector Machine and Naive Bayes. 

Firstly, classification performance of algorithms are compared. These comparisons are based 

on accuracy, sensitivity, precision, and F1-score. 

Keywords: Artificial neural network, Decision Tree, Diabetes Disease, Machine learning, Naive Bayes  

1. Introduction 

Diabetes mellitus is generally well-known as diabetes. Diabetes mellitus occurs when the 

pancreas cannot produce enough insulin or the one it produces cannot be used effectively. 

Insulin provides that sugar is stored as glycogen in the cell. Diabetics cannot use the glucose 

that passes from food to the blood, so blood sugar level rises. This event is called 

hyperglycemia. This situation causes damage to many tissues and organs in the long term such 

as eyes, kidneys, nerves, heart and blood vessels. Diabetes can be classified into three different 

types such as diabetes 1, diabetes 2, and gestation diabetes. Diabetes is a major health issue that 

has reached alarming levels in the world. Recent researches by World Health Organization 

(WHO) showed a great increase in number of diabetic patients and the deaths that are attributed 

to diabetes each year. In 2014, 8.5% of adults that aged 18 years and older had diabetes. In 

addition, according to the International Diabetic Federation (IDF) Diabetes Atlas 9th Edition 

2019, 578 million people will have diabetes in 2030. Diabetes is a chronical disease. Therefore, 

it is significant that diabetes might be uncover at an early stage. 

Machine learning is a branch of artificial intelligence (AI) and computer science which provides 

systems with the ability to learn and improve from its own experience. Machine learning 

methods are used in the health sector because the number of data is very large and the analysis 

takes time. Researches have shown that machine learning techniques can be used for diabetes 

prediction such as [1]. In this study, machine learning classification algorithms which are Naive 

Bayes (NB), Logistic Regression (LR), Multi-Layer Perceptron (MLP), Support Vector 

Machine (SVM), K-Nearest Neighbor (K-NN), Decision Tree (DT) and Random Forrest (RF) 

were implemented. The dataset is Pima Indians Diabetes Data (PIDD). 
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2. Literature Review 

There are many studies for diabetes in the field of machine learning. Because diabetes is a 

chronical disease and should be diagnosed at an early stage. Various machine learning-based 

methods have been proposed on diabetes disease recognition. 

 Deepti Sisodia and Dilip Sisodia applied several machine learning algorithms to diagnose 

diabetes disease [2]. Naïve Bayes (NB), Decision Tree (DT) and Support Vector Machine 

(SVM) methods were used by the authors. Pima Indian Diabetes Dataset (PIDD) was used and 

the performances of the classifications were tested by the WEKA tool. The highest accuracy 

was obtained by the Naive Bayes which was 76.30%. 

Islam and Jahan applied various machine learning methods which can be used in diabetes 

prediction [3]. Naïve Bayes (NB), Logistic Regression (LR), Multilayer Perceptron(MLP), 

Support Vector Machine (SVM), Decision Tree( DT), Random Forest (RF), AdaBoost, One 

Rule, K-Nearest Neighbor (K-NN) methods were used by the authors. Pima Indian Diabetes 

Dataset (PIDD) was used. The highest accuracy was obtained by the Logistic Regression which 

was 78.01%. 

Kaur and Kumari also applied five machine learning algorithms to predict diabetes mellitus [4]. 

These algorithms are Radial Basis Function (RBF), Multifactor Dimensionality Reduction 

(MDR), K-Nearest Neighbor (kNN), Kernel Support Vector Machine (SVM) and Artificial 

Neural Network (ANN). Pima Indian Diabetes Dataset (PIDD) was used and highest accuracy 

was obtained by the Kernel Support Vector Machine (SVM) which was 89%. 

Saru and Subashree analyzed machine learning techniques to predict diabetes [5]. Pima Indian 

Diabetes Dataset (PIDD) was used as the dataset. Logistic regression with Support Vector 

Machine (SVM), Decision Tree (DT), K-NN (k=1) and k-NN(k=3) are the classifiers. The 

highest accuracy was obtained by the Decision Tree which was 94.4%. 

Kumari and Chitra applied Support Vector Machine (SVM) to diagnosis of diabetes [6]. Also 

Pima Indian Diabetes Dataset (PIDD) was used as the dataset. The accuracy was recorded as 

78%. 

Al-Zebari and Sengur compared machine learning algorithms for diabetes disease detection [7]. 

Decision Trees (DT), Logistic Regression (LR), Discriminant Analysis (DA), Support Vector 

Machines (SVM), k-Nearest Neighbors (k-NN) and ensemble learners techniques was used in 

the work. In this study, Pima Indian Diabetes Dataset (PIDD) was used and the Logistic 

Regression method had the best accuracy with 77.9%. 

 

Table 1. Comparison of the best models of the papers. 

Paper Best Model Accuracy 

Sisodia and Sisodia [2] Naive Bayes 76.30% 

Islam and Jahan [3] Logistic Regression 78.01% 

Kaur and Kumari [4] Kernel Support Vector Machine 89% 
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Saru and Subashree [5] 

Kumari and Chitra [6] 

Decision Tree 

Support Vector Machine 

94.4% 

78% 

Al-Zebari and Sengur [7] Logistic Regressions 77.9% 

                    Table 1. shows the best model and accuracy in the studies described above. 

3. Materials and Methods  

3.1. Data 

The dataset used in the study is Pima Indian Diabetes (PIDD). The dataset can be found on the 

Kaggle website [8]. The original owner of this dataset is the National Institute of Diabetes and 

Digestive and Kidney Diseases. PIDD has been gathered among the Pima Indian female 

population aged at least 21 years near Phoenix, Arizona. This dataset contains 768 samples with 

9 attributes. This dataset has 8 specific variables. The description of the data is given below in 

Table 2. [3] 

Table 2.  Attribute’s name and their types. 

Attribute Description Type 

Pregnancies Number of times pregnant Numeric 

Plasma-Glucose Plasma glucose concentration a 2 hours in an oral 

glucose tolerance test 

Numeric 

BloodPressure  Diastolic blood pressure (mm Hg) Numeric 

SkinThickness  

Insulin 

Triceps skin fold thickness (mm)  

2-Hour serum insulin (mu U/ml) 

Numeric 

Numeric 

BMI 

DiabetesPedigreeFunction 

Age 

Outcome 

Body mass index (weight in kg/(height in m)^2) 

Diabetes pedigree function 

Age of the patient (years) 

Class variable (0 or 1) 

Numeric 

Numeric 

Numeric 

Nominal 

 

There are 500 instances of class 0 and 268 class 1. Waikato Environment for Knowledge 

Analysis (WEKA)  tool has been used to categorize the data in this paper. WEKA is developed 

at University of Waikato. WEKA version 3.8 was used in this study. 

3.2. Data preprocessing 

Data may not always be complete and there may be abnormal values, impossible data 

combinations, missing values, duplicate data in the data set. Data preprocessing is required task 

to clean data and increase the accuracy and effectiveness of a machine learning model.  
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When the Pima Indian Diabetes dataset was analyzed, it was found that many attributes had 

impossible values with 0's. The numbers of missing values for each attribute are as follows:  

▪ Pregnancies: 110  

▪ Glucose: 5  

▪ BloodPressure: 35  

▪ SkinThickness: 227  

▪ Insulin: 374  

▪ BMI: 11 

To eliminate missing values in this study, zero values for the pregnant attribute were left 

assuming they were real values and 234 samples that have at least two impossible value for 

attribute of the glucose, blood pressure, skin thickness, insulin and bmi were removed.  After 

the pre-processing 534 instances are remain out of 768. 

3.3. Performance Evaluation 

While classifying the data in this study, 10-fold cross validation was applied as a test option. 

Cross-validation is preferred for overfitting problem and small datasets. In 10-fold cross 

validation, the data file is divided into ten and nine parts are used for training and one part for 

testing, this process is repeated ten times.  In this study, WEKA tool was used and results of 

algorithms were compared. To compare the results, the number of values which are true 

positives (TP), true negatives (TN), false positives (FP), and false negatives (FN) were used in 

the confusion matrix and applying the following equations with these numbers, accuracy, 

sensitivity, precision and F1-score ratios were calculated. 

▪ Accuracy: Shows ratio of correctly classified samples to the total number of tested samples. 

It is defined as in Equation 1. 

                                                           𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (1) 

▪ Sensitivity (Recall): Shows ratio of positive classification of instances i.e. TP to the sum of 

TP and FN as shown in Equation 2. 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
     (2) 

▪ Precision: Shows ratio of positive sample that were correctly classified to the total number 

of positive predicted samples as shown Equation 3. 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
          (3) 

▪ F1-score: It is a way of combining the precision and recall of the model as shown in Equation 

4. 

 

                                                         𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
    (4) 

4. Classification Outcomes 

The results of the different classification methods tested with the WEKA tool are shown in 

Table 3. SVM had the highest accuracy (78.65%) whereas K-NN obtained lowest accuracy 

(71.16%). Total accuracy is above 71% in all cases. The second highest accuracy (77.71%) 

obtained from LR. Sensitivity and precision are quite gladsome. Also, RF acquired third highest 

accuracy (76.77%). 
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Table 3. Result of algorithms. 

Algorithm Accuracy (%) Sensitivity (%) Precision (%) F1-score (%) 

Naïve Bayes  75.65 82.35 81.44 81.89 

Support Vector 

Machine 
78.65 89.91 80.45 84.91 

Decision Tree 74.71 78.99 82.45 80.68 

Logistic 

Regression  77.71 89.07 79.89 84.23 

Random Forest 76.77 85.99 80.57 83.19 

K-Nearest 

Neighbor  
71.16 80.39 77.35 78.84 

Multilayer 

Perceptron 
74.71 82.35 80.32 81.32 

 

5. Conclusion 

Millions of people around the world suffer from diabetes. However most of these people don't 

even know if they have the disease. Early diagnosis of diabetes can abate long-term 

complications and cost. Therefore, multiple machine learning algorithms applied and analyzed 

for PIDD. The results show that the best performance was produced by an SVM algorithm. 

Generally, all techniques produced an accuracy score of around 70%. Further analysis of 

attributes and different combination of feature selection is necessary to achieve higher accuracy. 

Also, much more datasets can be generated, real datasets can be taken or deep neutral networks 

can be applied to consider the real impact of the performance of the algorithms. 
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Abstract 

Many diseases can be diagnosed from body sounds. But the perception of different sounds when 

recording these sounds or resting by doctors makes it difficult to diagnose the disease from 

body sounds. In addition to isolating these sounds from the external environment, it is necessary 

to separate the sounds coming from different regions within the body during the analysis. 

Separation of heart, lung and abdominal sounds makes it easier to analyze them, especially in 

digital analysis. In this study, a data was created with the lungs, heart and abdomen. The 

coefficients of MFCC was taken to the data. The coefficients obtained were trained in the CNN 

model. The aim is to determine which region of the sounds. When looking at the results, the 

educational achievement is around 98% and the test achievement is around 85%. 

 
Keyword(s): Body sounds, MFCC, Deep Learning 

1. Introduction 

Auscultation is the process of listening to intra-body sounds with the help of a stethoscope 

for the diagnosis of a disease, for checking the functioning of organs. Auscultation is a 

procedure that provides basic information about the condition of the body due to an ailment or 

during a routine examination. The sounds of the heart, lungs, abdomen and other organs are 

tested in a kind of resting way. As a result of listening, a general knowledge of the person's 

condition is obtained. 

We can listen to many sounds from the body. But although we know a little about which 

region they belong to, we may not be able to understand how much other sounds in the body 

interfere with the sounds we listen to. On the other hand, it is more convenient and advantageous 

to understand and distinguish body sounds in a digital environment than to diagnose with a 

stethoscope. 

 There are many studies on body sounds in the literature. In the study conducted on the 

diagnosis of COPD using lung sounds, the second degree difference plot (SODP) analysis 

method was used. Deep Belief Networks (DBNs) are combined with this method. The binding 

of 3D-SODP quantification properties together with DBN separated lung sounds from different 

COPD levels with high classification performance rates of 95.84%, 95.84%, 93.34% and 

93.65% for accuracy, sensitivity and specificity, respectively. (Gokhan Altan vd., 2018). 

Another study focused on the most common lung sounds, wheeze and crackle. The data was 

collected with a custom mobile phone application and an electronic stethoscope. 284 Data 

received from patients with was detected ROC curves with AUCs of 0.86 for wheeze and 0.74 

for crackle. According to the data taken from 284 patients, 0.86% of the results were obtained. 

It has been shown that semi-supervised deep learning can be successful in large datasets. 

(Chamberlain vd., 2016). Aykanat et al., on the other hand, have shown how different 

classifications in lung sounds will affect the results. There are 2 types of methods used; mel 
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frequency spectral coefficient (MFCC) features in a support vector machine (SVM) and 

spectrogram images in the convolutional neural network (CNN). He achieved the best result in 

the training of healthy and pathologically classified voices. He achieved 86% success in SVM 

and 86% success in CNN. (Aykanat vd., 2017). Altan et al. analyzed the severity of COPD from 

12 channel lung sounds. The Deep ELM model was used and has separated five COPD 

severities with classification performance rates of 94.31%, 94.28%, 98.76%, and 0.9659 for 

overall accuracy, weighted-sensitivity, weighted-specificity, and area under the curve (AUC) 

value, respectively (Gökhan Altan vd., 2020). In another study, 100 diseased and 100 normal 

heart sound data were used. The Time-Frequency Distribution (TFD) analysis of these data and 

the heart sound analysis based on Mel Frequency Spectrum Coefficient (MFCC) were 

performed. The coefficients obtained from these methods are trained in artificial neural 

networks. The system is able to produce the accuracy up to 90.0% using the TFD and 80.0% 

using the MFCC (Kamarulafizam vd., 2007). In another study on heart sounds, it was found 

that MFCC was applied to 1381 data sets of real and simulated, normal and abnormal domains. 

The classification rates for normal and abnormal heart sounds were found to be 95.7% for 

continuous murmurs, 96.25% for systolic murmurs, and 90% for diastolic murmurs using a 

probabilistic comparison approach (Chauhan vd., 2008).  

In this study, a dataset consisting of sounds taken from the heart, lungs and abdomen was 

prepared. The aim of the study is to develop a model that can decompose sounds. MFCC was 

first applied to audio data. The coefficients obtained as a result of Mfcc were trained in the 

CNN model. 

2. Materials and Methodss 

2.1. Database 

In this study, audio recordings were taken from 12 people. A total of 12 records were 

obtained from 1 person, including four from different regions of the lungs, heart and abdomen. 

The recordings are 20s and have a sampling frequency of 4000. The sounds were divided into 

2s and a total of 10 audio data were obtained from 1 audio recording. 

2.2. Mel Frekans Cepstrum Katsayısına (MFCC) 

MFCC serves to create attributes using audio signals. There are many studies in which 

attribute extraction is performed using MFCC in audio signal (Palaniappan vd., 2014)(Nogueira 

vd., 2019)(Kamarulafizam vd., 2007). It is very important to create meaningful attributes of 

body sounds for educational work to be done. In this study, Mel Frequency Cepstrum 

Coefficients were used. The processes used in MFCC are shown in Figure 2. 
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                                                 Figure 1. Block Diagram of MFCC 

 MFCC applies the window size to the signal first. Each window implements a fft and 

allows it to pass to the frakans domain. Then convert it from the frequency scale to the Mel 

logarithmic scale with the Mel filter bank. Logarithmic applies DCT to the data obtained as a 

result of the conversion, and the results obtained are converted to a time scale. As a result of 

these operations, 1287 attributes were obtained from every 2-second signal. The obtained data 

were trained in the CNN model. 

2.3. Convolution Neural Network (CNN) 

Deep learning is a branch of artificial intelligence that has started to be used frequently 

with the spread of high-performance hardware. One of the most popular methods of deep 

learning is CNN. It is a method used in different fields such as signal processing, classification, 

recognition. 

The data provided to CNN must be in matrix format. It consists of layers called 

convolution and pooling. The number of these layers is determined by the person whose method 

is to be applied. The Convolution layer is the layer where the number and size of filters to be 

applied to the data are determined. The results obtained from this layer are again given to the 

convolution layer or the pooling layer. Different methods such as max, min, average can be 

used in the pooling layer. After the pooling process is applied to the data coming to the pooling 

layer, the number of data decreases. According to the method we have determined, it moves 

meaningful data to the next layer. After a certain number of convolution and pooling operations 

are performed, the data is moved to the flatten layer. Here the results are transformed into a 
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one-dimensional matrix. The matrix is transferred to artificial neural networks. Weights in 

training are constantly updated. The highest performance gives the optimal weight values. 

In this study, the data were converted into a 35x35 square matrix. In the study, 64-, 128- 

and 256-layer Convolution layers were applied. In addition, 3x3 average pooling was performed 

2 times. The general scheme of CNN is shown in Figure 2. 

 

Figure 2. Shema of Convolution Neural Network 

3. Results and Discussion 

Obtaining useful results in the analysis of body sounds will pave the way for early 

diagnosis in many diseases. In addition, the creation of ready-made models is ethical in the 

faster operation of diagnostic systems. It is very important to get high performance values in 

these models. We focus on 2 achievements: training and test success. As a result of this study, 

these 2 parameters were examined and analyzed. 

As a result of CNN training with attributes obtained by applying MFCC to audio data, 

train and test achievements were examined. a model was prepared that used 1440 voice data 

consisting of 2s and determined which of these sounds belong to the heart, lung and abdominal 

regions. A processing time of 130 epoch was determined in the training. It is seen that when the 

educational achievement reaches around 98%, the test success is around 85%.  

It is seen that regional recognition has been successful with MFCC and CNN. But in order 

for the results to be even more reliable, the number of data must be increased. In addition, 

increasing the test performance will be effective in making the model work more accurately. 
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                                            Figure 3. Result of Model Accuracy 
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Abstract 

In recent years, deep learning approach to solve the image and video processing problems have 

become very popular. Generative Adversarial Networks (GANs) are one of the most popular 

deep learning-based models. GANs form a generative model utilizing two sub-models, namely, 

generator and discriminator. The generator tries to generate indistinguishably realistic outputs 

where the discriminator tires to classify the outputs of the generator as real or fake. These two 

models work together to achieve a successful generation of realistic outputs.  This study aims 

to reconstruct daytime image of a given depth map data recorded with a camera or a sensor 

which can capture the depth map data during night time or in a lightless environment. Our 

model was used for reconstructing the 2D images for a given depth map representation of a 

known scene. The model was trained with the chess scene from 7-scenes dataset and realistic 

2D images were successfully generated for the given input maps. 

 
Keyword(s): Deep Learning, Generative Adversarial Networks, Pix2pixHD 

1. Introduction 

Photo-realistic image rendering for a specific scene or an object problem and there are 

many studies focusing on it. Representing a scene in a model learned from a data set makes it 

possible to generate successful outputs. The scene can be modelled with different kind of data 

inputs. Camera location and orientation, point clouds, scene coordinate maps and depth maps 

can be used along with the corresponding real RGB images to represent a scene. After a 

successful training, photo-realistic images of a scene can be constructed for desired inputs. 

Devices such as a LIDAR camera or a Kinect sensor can capture depth map of a scene even in 

the lightless environment. Using these kinds of devices, captured depth map data in a dark place 

or during the night time can be converted to daytime images. This conversion problem can be 

solved with the use of deep learning (Schmidhuber, 2015; LeCun et al., 2015) algorithms. Deep 

neural networks are solid structures and also are popularly used in different problem domains. 

This popularity enabled the development of many different variations of deep learning 

algorithms. Generative Adversarial Networks (GANs) (Goodfellow et al., 2014) are a deep 

learning based generative algorithm popularly used for applications such as image-to-image 

conversion, style transfer, scene construction. GANs are basically algorithms that utilize two 

sub-networks, namely generator and discriminator. These networks challenge each other to 

update and upgrade the generated outputs of the main algorithm. The generator generates 

outputs and the discriminator classifies whether the output is real or fake. This challenge 

continues until the generated results are indistinguishable from the real-life data. 

Pix2pixHD (Ting-Chun et al., 2018) is a type of GAN which performs image-to-image 

transformation. It aims to solve the generated image quality problem at higher resolution images 

with the use of multi-scale generator and discriminator architectures. Pix2pixHD is inspired 
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from a previous study named Pix2pix (P. Isola et al., 2017) and with its multi-scale approach it 

can generate better results. In this study, Pix2pixHD was used for modelling a scene with depth 

maps and corresponding real images. Then de photo-realistic images were successfully 

generated for unseen depth map data inputs gathered from the same scene. 

2. Materials and Methods 

 

2.1. Generative Adversarial Networks 

Generative Adversarial Networks, abbreviated as GANs, are basically a pair of models 

competing with each other in order to be able to generate outputs which are indistinguishable 

from the real ones. The term “adversarial”, comes from this nature of models in competition. 

Starting with randomized input data, the generator model generates fake images which become 

more and more realistic as the training continues. The discriminator model is fed with the fake 

images along with the real images from training dataset and makes a binary prediction whether 

the generated image is fake or real. At the end of each competition round, both generator and 

discriminator models are updated based on the success of generated (fake) images. The basic 

flowchart of a GAN is given in Figure 1. 

                                                                  
Figure 1. Generative Adversarial Network Structure 

2.2. Pix2PixHD 

Pix2pixHD is an extended GAN model which bring new ideas to the basic structure in 

order to overcome the problems arising as the resolution of generated images increase. It 

includes multi-scale generator and discriminator architectures which makes it possible to 

generate realistic images at 2048 x 1024 resolution. A generator network G1 is trained on lower 

resolution (coarse) and then it is appended to another network G2 to be jointly trained for higher 
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resolution (fine) scale. The 2-scale structure of generator model G = {G1, G2} is given in Figure 

2. As the target resolution increases, the generator can be modified to have more scale levels 

(G = {G1, …, Gn}). 

 
Figure 2. Multi-Scale Generator Model Structure of Pix2pixHD 

Various number of discriminator networks are utilized to handle the discrimination task 

on different scales of given input images. The images are down sampled and are fed to into 

discriminator networks to be processed in a coarse-to-fine manner. The result is then used to 

update individual discriminator networks and the generator network. 

Figure 3. Multi-Scale Discriminator Model Structure of Pix2pixHD 

2.3. 7-Scenes Dataset 

Chess scene of 7-Scenes dataset was used for this study. The training dataset includes 

4000 consecutive frames of a video stream where the test data set includes 2000 frames. 
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2.4. Experiment 

The Pix2pixHD was structured with 4 levels of generator models and 2 layers of 

discriminator models. Training was performed with 44 epochs. 

3. Results and Discussion 

Using the Pix2pixHD model formed after training, realistic images are generated 

successfully. Figure 4 shows the comparison of generated images with the real images.  Figure 

5 shows the loss trends achieved during the training. 

 

  

  
Images generated by Pix2pixHD Real Images 

Figure 4. Comparison of generated images with real images 
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                                       Figure 5. Training loss trends 

4. Conclusion 

GANs are one of the most preferred deep learning-based algorithms used for image-to-

image conversion. Pix2PixHD is a type of GAN which targets to increase the generated output 

efficiency even for the images with high resolution. Pix2PixHD uses multiscale network 

structures enabling coarse-to-fine approach to the realistic image generation problem. In this 

study, Pix2pixHD was used to generate realistic daytime images of a given depth map from a 

known scene. Although there are imperfections in the generated images, the realistic images 

were successfully generated by the model.  

The success of this study shows that the depth map data recorded by a camera or a sensor 

can be converted to daytime images. LIDAR cameras, Kinect sensors or other similar devices 

can capture depth map data in lightless environment. The model in this study can be used to 

generate daytime images of a scene during the night time or when the scene is in the complete 

darkness. On the other hand, the model can also be further developed for generating daytime 

video of a scene just by converting the depth map data captured in the darkness. 
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